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PREFACE 
 
Today, as a country, we are focused on the 2030 development goals dubbed Vision 2030. We have 
the opportunity to make a better future for ourselves and for the generations to come. This is only 
possible if different institutions play their rightful roles as prescribed in the 2030 development goals. 
As a learning institution, ours is to teach, research and disseminate knowledge. Since all these 
require different experiences and expertise, we open our gates to people in similar fields to draw on 
our collective expertise and experience for mutual benefit. Hence, the spirit and mood in which the 
KSEEE-JSAEM 2010 International Conference was held. 
 
On behalf of the organizing committee, I thank very sincerely the authors and participants who made 
this year’s conference such a great success. Particular gratitude and appreciation go to Prof. Aimé 
Lay-Ekuakille (University of Salento, Italy), Prof. Minoru Sasaki (University of Gifu, Japan), Prof. 
Robert Jallang’o Akello (Masinde Muliro University of Science and Technology, Kenya) for the role 
they played as the main speakers at the conference. Greatly appreciated too are the contributions 
made by Prof. H. Kaane (Secretary, Ministry of Higher Education, Kenya Government), Prof. 
Akihiko Saito, the Patron, KSEEE (Former President, Fukuoka Jo-Gakuin University, Japan) and 
Prof. James Kulubi (Principal, Multimedia University College of Kenya). 
 
As KSEEE we pay great tribute to Prof. K. Chonnan, formerly, Chairman, Japan Society of Applied 
Electromagnetics & Mechanics (JSAEM) and his successor, Prof. Minoru Sasaki, together with Prof. 
A. Saito, who have overwhelmingly supported us by funding the activities of the KSEEE and 
mobilizing Professors and other researchers to participate and present technical/scientific papers at 
the Conference.  The Conference also enjoyed an overwhelming support from Prof. James Kulubi by 
way of funding the conference participants from the Multimedia University College of Kenya 
(MMUCK) and availing transport for participants from abroad. The 2010 KSEEE-JSAEM 
Conference was held under the serene environment of MMUCK which is geographically somewhat 
an extension of the Nairobi National Park. The participants thus had the privilege of observing some 
of the park animals within the campus grounds during the course of the conference.  
 

Turning to the presentations, the plenary talks gave a great challenge and food-for-thought to the 
audience not only in terms of substance but also as a gauge to how much time and resources go into 
making a plenary talk worth its salt: The talks were quite well received and valued as truly scientific 
cutting edge masterpieces! The paper presentation sessions also provided some well-researched 
works from three continents. Out of the 24 presentations, four were by participants from Japan, one 
each from Italy, South Africa, Nigeria and Tanzania, and the rest from Kenya. It is worthwhile to 
note that a good umber of the papers involved collaborations of researchers from different 
institutions and countries thus illustrating further the coming together with an aim to pool our 
expertise and experience in achieving our common goals. 
 
The very fruitful scientific collaboration between KSEEE and JSAEM in organizing the joint 
conference over several years now has greatly benefitted many local researchers. The JSAEM 
commitment is recognized and appreciated especially in view of the financial resources entailed in 
coming all the way from Japan and back. We hope that the collaboration will continue to grow from 
strength to strength as we go forward. 
 
 
Prof. Dominic B. Onyango Konditi, PhD 
Chairman, KSEEE and Joint-Chairman, KSEEE-JSAEM 2010 International Conference. 
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OPENING PRESENTATION 
 
 

Historical Perspective of KSEEE-JSAEM 
 
Prof. A Saito 
Former President,  
Fukuoka JoGakuin University Japan, 
Patron KSEEE 
 
Summary 
The Kenya Society of Electrical and Electronic Engineers was registered on 26th July, 1994, at the Registrar of 
Societies in Kenya and with the following people as the founding members: 

Prof. Alfred Vincent Otieno –  Chairman 
Dr. Stephen Marangi Mbogho –  Vice –Chairman 
Dr. David K. Murage –   Secretary 
Dr. Edward N. Ndung’u –  Assistant Secretary 
Prof. Dominic B. Onyango Konditi –  Treasurer 
Prof. Akihiko Saito –  Later, Patron 
Prof. Stephen M. Kang’ethe –  Member 
Mr. Yoshio Iwami –  Member 
 

One of the objectives of the Society was to promote advancement of Electrical & Electronic Engineering and 
Technology. In order to achieve this, one of the functions was to provide a forum for discussions and a 
medium for dissemination of knowledge by organizing symposia, seminars, workshops and conferences.  
 
The history of KSEEE dates back to 1991 when the first seminar so called “Electrical and Engineering 
Department Seminar” was held in JKUCAT. At that seminar only four papers; two from Prof. Saito and one 
each from Dr. Ndung’u and Prof. Konditi were presented. Thereafter, similar seminars had been held annually 
up to 1994 with the number of participants increasing each year with more and more countries coming into the 
fold.  The fourth seminar was held on 4th August, 1994. At the end of the Seminar, the seminar organizing 
committee, held a gala dinner during which the Kenya Association of Electrical & Electronic Engineers 
(KAEEE) was inaugurated.  The Society was officially registered on July 26th, 1994. At the time of 
registration, the name of the society was changed to KSEEE upon the advice of the Registrar of Societies. It is 
for this reason that the month of August has become not only special but memorable in the history of KSEEE 
conferences. 
 
The first KSEEE International Conference was held on 24th August, 1995, at Serena Hotel, Nairobi, and was 
jointly organized by Japan Society of Applied Electromagnetics and Mechanics (JSAEM) and KSEEE. The 
Conference realized a modest success as was evident from the number participating countries, namely, Japan, 
Zimbabwe, Tanzania, and Kenya, with thirty two papers presented in total, not a small number by any stretch 
of imagination. Then, hence, the conference has been held annually, except in 2008 and 2009, owing to the 
Post Election Violence in Kenya after 2007 General Election. The response has always been overwhelming. 
 
The Society has enjoyed over the years generous sponsorship from JSAEM, Communication Commission of 
Kenya, TELKOM Kenya, SAFARICOM Kenya, and Kenya Power & Lighting Co. KSEEE endeavors to 
stimulate research in our universities and to foster partnerships with our local industries, institutions of higher 
learning and overseas universities and research centers. The scope of the conference has been limited to 
Electrical Engineering and Telecommunications as well as limited areas in Mechanical Engineering. 
However, the scope is being expanded to include areas such as mechatronics, aeronautical engineering, 
biomedical engineering and applied mathematics. This paradigm shift has been propelled by the fact that 
electrical, electronic and the allied fields are interleaved in a real practical sense. 
 

Prof. D B O Konditi, KSEEE-JSAEM Conference Chairman 
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KEYNOTE ADDRESS 
 

 
Professor Aimé Lay-Ekuakille 
Dipartimento d’Ingegneria dell’Innovazione 
(Dept of Innovating Engineering) 
University of Salento, Lecce, Italy 
aime.lay.ekuakille@unisalento.it 
 

 
PROFILE 
Aimé Lay-Ekuakille has a permanent position at the University of Salento (Italy) 
University & post-academic studies: Master Degree in Electronic Engineering, Master 
Degree in Clinical Engineering, PhD in Electronic Engineering,  Post Degree in 
Environmental Impact Assessment. Professional & scientific aspects: He has been 
Director of different private companies in the field of: Industrial plants, Environment 
Measurements, Nuclear and Biomedical Measurements; he was director of Health & 
Environment municipal department. He has been a technical advisor of Italian 
government for high risk plants. From 1993 up to 2001, he was adjunct professor of 
Measurements and control systems in the University of Calabria, University of 
Basilicata and Polytechnic of Bari. He joined the Department of Innovation Engineering 
(University of Salento) in September 2000 in the Measurement & Instrumentation 

Group. Since 2003, he became the leader of the scientific group; hence he is the co-ordinator of Measurement and 
Instrumentation Lab in Lecce. He has been appointed as UE Commission senior expert for FP-VI (2009-2014). He is 
still: chair of IEEE -sponsored SCI/SSD Conference and member of Transactions on SSD editorial board, Guest Editor of 
IEEE Sensors Journal, associate editor of International Journal on Smart Sensing and Intelligent Systems, and of other 
international journals.  He co-chaired the ICST2010. He is the founder and the Editor-in-Chief of the “International 
Journal of Measurement Technologies and Instrumentation Engineering" (IJMTIE) published by the US IGI Global 
(Hershey, Pennsylvania, USA). His main researches regard Environmental, industrial and Biomedical instrumentation & 
measurements.   
 
TITLE OF PRESENTATION: 

Emerging Technologies in Photovoltaic Issues: Measurement Techniques and 
Characterization 
 
Abstract—Recent advances in photovoltaic technologies have increased the use of photovoltaic modules even in 
locations where it seemed very difficult to use them. The advances are allowing the reduction of production costs, hence 
the dissemination of renewable energy for small users. Thin film technologies, mainly including amorphous silicon solar 
cells, microcrystalline silicon solar cells, cadmium telluride thin-film PV modules, Cu(In,Ga) Se2 thin-film solar cells, 
and high-efficiency concentrator silicon solar cells are of interest. Testing, monitoring and characterization are key issues 
for the development and the use of these technologies. Experimental setup for measuring and characterizing must match 
IEC requirements and specifications not only for indoor tests but also for outdoor ones. Nowadays IEC tests show the 
previous technologies are ripe and they can be used in a wide range of architectures and situations. Concentrator silicon 
cells, thanks to their efficiency, are suitable for countries with high level of insolation such as Mediterranean areas of 
Europe, Africa, south Asia and central-south America.  Conversely, interesting but unripe technologies such as organic 
and plastic cells as well as cells based on nanowires still need developments in terms of efficiency. Testing, monitoring 
and characterization of PV modules but also of PV systems are a topic of great scientific, technical and economical 
impacts. 
 
Keywords: Photovoltaics, solar concentrators, characterization, measurements and test 
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INTRODUCTION 
Photovoltaic energy is a matter of increasing 
scientific research and applications in many 
locations in the world.  There is quick evolution in 
research for photovoltaic cells, modules and 
systems.  Many reasons impact on the evolution, 
namely, technological, sustainability, and 
economical.  But efficiency is the parameter that 
represents a connection among the above reasons.  
Many solar cells have no longer margins of 
increasing efficiency in a commercial terms; their 
increasing is quite theoretical. 

Table I illustrates the efficiency of different 
photovoltaic cells according IEC regulations as 
Green [1]. The ideal solar cell efficiencies referred 
to, for example, single-junction semiconductor 
devices suffer from limitations due to the fact the 
simplest semiconductor cannot absorb below band 
gap photons. Furthermore, it is also due to the fact 
that the part of the energy of the absorbed photons 
in excess of the bandgap is lost as heat. It is 
sometimes argued that there are other 
“unavoidable” losses, due to electronic energy 
transfer to other electrons by Auger effect as 
Grauvogl [2], Kaiser [3] and Pirozzi [4]. The 
search for efficiency boosts new progresses for: 
silicon technologies, CIS (copper indium 
selenide)-family-based absorbers, III-V and II-VI, 
organic cells, nanowire-based cells, etc.   

 

EMERGING PV TECHNOLOGIES 
In the previous section we mentioned diverse 
emerging technologies and most of them are ripe 
for commercial uses. In this section we briefly 
depict concentration-based photovoltaic and 
nanowire technologies; however some 
comparisons with other technologies recalled. 
High Concentration PhotoVoltaic (HCPV) 
displays the highest efficiencies in solar PV 
technologies as CPV [5]. 

 

 

 

 

 

 

 

 

Table I: Efficiency of different technologies 
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Figure1: HCPV principle 

The HCPV principle is described in figure1 the 
lightweight, cheap and plastic Fresnel lenses are 
used to concentrate light. The light must be 
dispersed over cell not focused onto one spot. A 
cross section of typical complete cell is illustrated 
in figure 2. 

 
Figure 2: HCPV cell Performances 

The solar energy technology is composed of solar 
cells through which semiconductors transform 
light into electric power. The difference between 
the structure of a high concentration photovoltaic 
(HCPV) system and the traditional solar cell is the 
former’s use of a concentrated-light module to 
enhance optic-electric transition efficiency. 
Moreover, an HCPV system uses highly efficient 
multi-junction solar cells, which are expected to 
reduce significantly the cost of traditional solar 
cell system as Garboushian [6], Yamaguchi [7], 
and Karam [8]. 

 
For the HCPV system, when the heat effect 
dominates the energy-conversion efficiency of 
solar cell, the other factors of energy loss within 
the solar cell module can be neglected. The 
dissipation power of the solar cell can be 
calculated by the following equation: 
 

[ ] [ ]100%cell m cellP P x x A xβ η≈ −               (1) 
 

where Pcell is the power dissipation of the solar 
cell, Pin is the total power per unit area in the 
incident sunlight, β is the optical concentration 
ratio of the lens, Acell is the surface area of the solar 
cell, and η is the energy conversion efficiency of 
the HCPV system. 

Table II: HCPV types 

 
HCPV is divided in different types according to 
IEC 62108 as shown in Table 1. But as a matter of 
concerns in photovoltaic issues, temperature plays 
a key role in the operating mode; it is limiting 
factor for many photovoltaic technologies. If 
external temperatures, measured in many 
locations, range between 25°C and 45°C, the 
efficiency varies between 30% and 32%. We are 
speaking about the cell efficiency which is 
different from module and system one; because, 
when assembling cells to be packed in order to 
form a module, many problems arise and there is a 
decreasing of efficiency. However, commercial 
modules have an efficiency of 25%. That is a lot. 
Figure 3 shows the behaviour of HCPV cell 
according to temperature variations. The best way 
to see the asset of HCPV is to have a comparison 
with respect to the other PV sources; suffice it to 
look at figure 4. Semiconductor nanowires, 
produced by the vapor-liquid-solid (VLS) method, 
first proposed by Wagner and Ellis [9], are being 
considered for sensors, field effect transistors, and 
energy harvesting devices as Gradecak [10]. In 
particular, photovoltaic devices employing 
semiconductor nanowires have the potential for 
lower cost and greater energy conversion 
efficiency compared to conventional thin film 
devices due to less material utilization, enhanced 
photovoltage or photocurrent due to hot carrier or 
multiexciton phenomena as Luque [11] enhanced 
light absorption, and freedom from lattice 
matching requirements due to strain 
accommodation at the nanowire surfaces, which 
provides greater freedom in bandgap engineering 
and substrate selection. 



ENGINEERING RESEARCH AND INNOVATION AS FUNDAMENTAL REQUIREMENTS FOR INDUSTRIALIZATION 

10 | P a g e  
 

 
Figure 3: HCPV cell Performances 

 
Figure 4: HCPV output power vs other technologies 

 

Of particular interest are coaxial structures in 
which a doped nanowire core is surrounded by a 
shell of opposite doping type, forming a core-shell 
p-n junction as Zhang [12]. The conversion 
efficiency and fill factor of the devices are 
calculated using Equations (2) and (3) 
 

m m

sun

I V
P

η =                                                     (2) 

 

m m

sc oc

I VFF
I V

=                                                 (3) 

Figure 5 and figure 6 depict the I-V curve of 
nanowire elements capable of producing current 
and voltage in particular conditions. For time 
being, nanowires produce weak quantities with 
small amount of materials however it is a 
promising technology. 

 
Figure 5: I-V curve of devices with opaque contacts for 

samples with various Te growth durations. 
 

 
Figure 6: I-V curve of sample in dark and illuminated 

conditions 

 

CHARACTERIZATION AND 
RESULTS 

Since there are not commercial applications of 
nanowires for photovoltaic energy, we present 
here some interesting results limited to HCPV. 
HCPV plants have been built in different areas and 
countries. One of the most experience in Europe is 
related to ISFOC-Institute of Concentration 
Photovoltaic Systems as Isfoc [13] for which 
HCPV modules mounted on trackers as shown in 
figure 7.  The ISFOC experience is very 
instructive because different companies, coming 
from different countries, notably, Spain, USA, 
Taiwan, Germany, have decided to build a plant in 
cooperation with public and private institutions in 
order to share experience.  The 3 MW plant is 
based on Puertollano and Almoguera area in 
Spain. 

 
Figure 7: HCPV modules on tracker 
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However the experience of ISFOC has been 
anticipated by laboratory and commercial 
characterizations. Table III and Table IV depict the 
best results for laboratory and commercial 
applications respectively. They also report the 
names of the manufacturers. 

Table III: Best HCPV lab results 

 
Table IV: Best HCPV commercial results 

 
In section 2, we have reported the influence of 
temperature on HCPV modules and/or cells. 
Successive measurements have demonstrated a 
useful comparison with other technologies as 
illustrated in figure 8. 

 
Figure 8: Losses due to temperature 

 

CONCLUSIONS 
A survey of PV emerging technologies has been 
presented in this paper. Two specific technologies 
have been illustrated. In particular, interesting 
results have been depicted for HCPV modules and 
cells. As final comments, it is important to shown 
a comparison between different technologies in 
terms of LEC (Levelized Energy Cost) that is 

necessary for commercial applications; for that, 
HCPV displays good results as indicated in Table 
V. 

Table V: Comparison based on economic indicators 
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INVITED PLANERY PRESENTATION 

 
 

Professor Minoru Sasaki 
Professor of Human and Information Systems Engineering, 
Department of  Human and Information Systems Engineering, 
Gifu University, Japan 
 

PROFILE 
Dr. Minoru Sasaki is a professor of human and information systems engineering, Gifu 
University, Japan. Dr Sasaki has been received his B.Sc. degree in Yamagata 
University in 1980, his M.Sc. and Ph.D. in Tohoku University, Japan, in 1982, and 
1985, respectively. All his degrees were in mechanical engineering. He has an 
extensive experience in teaching and research: He was a visiting professor at University 
of California from April 1990 to July 1991 and from October 1997 to December 1997. 
He was also a visiting professor in George Institute of Technology, The George W. 
Woodruff School, USA, from January 1998 to March 1998. He is the head of 
supporting and development centre for technology education in Gifu University.  Prof. 

Sasaki has published close to 200 papers in refereed journals and conference proceedings. He is a member of ASME, 
IEEE, JSME (Japan Society of Mechanical Engineers), JSASS (Japan Society of Aeronautical and Space Science), 
JSAEM(Japan Society of Applied Electromagnetics and Mechanics), SICE (Society of Instrument and Control 
Engineering). He is an executive board member of JSAEM since 2008, executive director of SICE since 2008, General 
chair of The 2003 International Conference on Mechatronics and Information Technology. 
 
TITLE OF PRESENTATION: 

Robot Control Systems Using Bio-potential Signals 
 
Abstract—Robot control systems via human bio-potentials, such as electroencephalographic (EEG), 
electrooculographic (EOG), and electromagnetic (EMG) signals are developed. Research and 
development of the technology necessary for estimating and identifying the biological signals 
themselves through sensing and signal processing, as well as their conversion into control signals is 
carried out. Experiments to determine the viability of the technology were performed. From sensors 
attached to an operator's forehead, we attempt to discern his intentions and activity. By mapping 
signals to commands such as go forward, go backward, stop, turn right and turn left, the operator can 
control a device through his eye movements, facial muscles and brain waves. These signals can be 
separated into three frequency bands: a low frequency range of 1-3Hz, a high frequency range of 25-
50Hz and the midrange beta wave range from 14-25Hz. CyberlinkTM and ESA-16TM, commercial 
devices, can acquire and process these signals. A computer analyzes the operator's EEG and EOG in 
real time. A neural networks further analyzes the EOG to ascertain the operator's intention. After 
training, the neural network was able to discern whether left or right was desired. Experimental 
results suggest that with a neural network in the loop, and efficacious assignment of commands, a 
small device can be controlled using human bio-potentials with few errors. 
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PROFILE  
Robert Jallan’go Akello is a full Professor of Electrical and Communications Engineering 
at Masinde Muliro University of Science and Technology (MMUST), Kakamega. Kenya. 
He holds an MSc Degree from The Moscow Electrotechnical Institute of 
Communications (MEIC), where his 1971 thesis was on The Study of Electromagnetic 
Compatibility of Pan-African Telecommunications Network (PANAFTEL) with the 
INTELSAT Systems. Since then, he briefly worked for The Voice of Kenya (VoK) on 
Designs of Aerial Microwave Links to replace landlines. On completion of the designs, 
he was posted to the Kenya Polytechnic to train electrical, telecommunication and 
technicians. During his tenure at the Kenya Polytechnic, he won a Commonwealth 
Fellowship Grant to study for a PhD, on Microwave Integrated Circuit MESFET 
Amplifiers, at The School of Electronic Engineering Sciences, University College of 
North Wales, Bangor, UK. On return to Kenya in 1977, he joined full time teaching at 

The University of Nairobi, where he stayed up to 2005, when he joined MMUST. He has taught Electromagnetic Fields 
and Waves, Microwave Engineering, Circuit Analysis and Synthesis, Antennas and Radiowave Propagation at both 
undergraduate and postgraduate levels. At the University of Nairobi, Prof. Akello developed an interest in Lightning, a 
phenomenon in which he is currently a consultant to many governments, institutions and companies. At MMUST, the 
interest in Scientific and Technical Communication Skills came on especially because of the increasingly poor sentence 
construction and handwriting seen on examination scripts and lack of verbal communication skills at project 
presentations and conferences, notwithstanding the students having undergone Communication Skills in the first year of 
study. Prof. Akello is an author of many papers and articles in Microwaves, Propagation of Radiowaves, Electromagnetic 
Compatibility (EMC), The Lightning Phenomenon and Engineering Education 

 
TITLE OF PRESENTATION: 

Teaching of Communication Skills to Scientists and Engineers 
 
Abstract—Scientists and engineers have been known to communicate better with their hands on apparatus and 
equipment in laboratories, than verbally. For this reason, it is globally agreed that science and engineering students 
should be trained in Communication Skills not only for presentation of their findings at discussion groups, meetings and 
conferences but also to market their products. With these objectives, earlier attempts to teach Communication Skills in 
pioneering universities resulted in students being clustered from disciplines across the divide. Science and engineering 
students felt slighted when subjected to the bulk of the course content being English, taught by lecturers from the English 
Departments. A re-think led to specialized presentation of Technical and Scientific Communication Skills, which 
included reading and verbal interpretation of diagrams and formulae. This paper explores the content and challenges of 
this course at the pioneering universities and at Masinde Muliro University of Science and Technology. 
  
Key words: reading, writing, oral presentation, verbal interpretation, relevant english, terminology, drawings, formulae, software, 
thinking, decision making, examination, interview. 

 
I. INTRODUCTION: 
Engineering is defined as “That profession which uses knowledge in science and mathematics to design and 
develop gadgets used to make work easier for Man”. Engineers use symbols in formulae to explain physical 
processes in the form of mathematical models. The processes are also represented by physical models in the 
form of diagrams and circuits.  
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They have to acquire the theory and underlying principles of Physical Sciences in order to explain the 
processes. Such theory is proved in laboratories and enhanced by research, from which new findings are 
presented verbally at colloqua, workshops and conferences, and in written journal articles. Written 
publications in any medium require editing for verification of content and style, by the peers in the profession. 
The engineering functions therefore include teaching, and editing.  
 
Unlike scientists, engineers go through two more strides:  designing and constructing the machines from 
research, and marketing. Engineers also rise to become managers.  
 
Through all these activities, learning always takes place. Learning in engineering is therefore continuous since 
the underlying principles in all functions are very dynamic. All these activities require instillation of 
Communication Skills [1-8]. 
 
II. THE SKILLS: 
 
Table 1 below shows some research findings from psychologists on active learning from the five main sensory 
learning activities. These, and other relevant skills, are what is taught in the course. 
 

Table 1: Sensory Learning Activities [9]. 

 
1. READING: [10-13] 
 
Reading takes place throughout a scholar’s life. In the course, the content given to students includes fast, 
efficient, active and critical reading strategies of academic texts, typical textbooks and journal articles. 
 
2. LISTENING: [14-15] 
At lectures and other verbal presentation fora, listening is very important. Learning by listening is therefore 
stressed and some bad listening habits are spelled out to assist students at lectures. 
 
Some of these bad listening habits are: 

– Calling the subject dull 
– Criticizing the speaker 
– Getting over stimulated  
– Listening only for facts 
– Trying to outline everything 
– Faking attention 
– Tolerating distraction 
– Choosing only what is easy 
– Letting emotion-laden words get in the way 
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– Wasting the differential between speech and thought speeds  
 
3. WRITING: [16-20] 
Characteristics of Professional Writing. 
Writing of a scientists and engineers are for proposals, reports, papers for conferences and Journals. Unlike 
the counterparts in Humanities, scientists and engineers do not write essays. Their writing should be clear, 
complete and concise.  
 
In all disciplines however, long hand writing still prevails over computer writing. In the former case, good 
handwriting with big scripts is encouraged to increase legibility. In the former case, popular legible scripts 
should be used.  
 
Relevant English. [21-23] 
The English language is most widely used in science and engineering writing. Characteristically, such writing 
has an objective tone with the language of a written text sounding independent from the writer and reader. 
Therefore, relevant English is taught with a stress on the use of the objective tone, which is achieved through 
the use of impersonal language [24]. Using impersonal language requires the writer to avoid characteristics of 
personal language such as 'I', 'we', 'you', 'our', 'us' to refer to self or the reader. From articles, there are 
circumstances when “You” may be used in instruction [43] and “We” in reference books, to reflect on a team 
in a discipline. 
 
Related to the barred personal language are judgmental words that indicate feelings about a subject, emotive 
words such as “worst” and “horrible”, and uncertain descriptions exemplified by “This”, “That”, “It”. Also 
unacceptable are run-on expressions, which include phrases such as 'and so forth', 'and so on' or 'etc'. 
 
Furthermore, use contractions such as "don't", "can't" and "won't", which should be written in full words, and 
conversational language such as figures of speech, clichés and idioms are not allowed in such writings. 
For good writing, attention is also paid to faulty grammar and sentence construction. Examples are sentences 
with clusters of nouns and adjectives modifying a noun and conversely strings of prepositional phrases after a 
noun, abstract nouns instead of action verbs, nonparallel construction of words, phrases, and sentences in 
enumerations, and  more complicated phrasings than required.  
Careful review of any draft is stressed to the students to make sure they avoid the common writing faults, 
including types and places of punctuation marks. 

Note Taking: [25-26] 
Note taking at lectures is a writing process. It requires knowledge of the materials presented at previous 
lectures and attentive listening to note the phrases stressed by the presenter. 

Mastering of general spellings and terminology in the discipline is also a requisite. Also necessary is the 
capability to draw diagrams, graphs and tables freehand. Practicals are given in class to train the students to 
acquire this ability.  
 
Letters, resumes, e-mails, and memos. 
Students are also taught how to write official application letters, e-mails, resumes and memos. Proper 
language, formatting and etiquette are stressed.  
 
4. THINKING:  
For critical thinking [27-28], effective and cognitive strategies are spelled out. Notably, macro-abilities such 
as predicting and anticipating and remembering, for example, by picturing, verbal rehearsal and clustering are 
stressed.   
Since innovation requires creative and imaginative thinking, students are given examples derived from play 
and experimentation, discovery and application of new connections and ideas, and through active 
exploration.  
In experimentation, important ideas are brought from the understanding of cause and effect, and from linking 
of objects, events and experiences.  



ENGINEERING RESEARCH AND INNOVATION AS FUNDAMENTAL REQUIREMENTS FOR INDUSTRIALIZATION 

16 | P a g e  
 

Problem solving and editing are two uses of thinking illustrated in the course. The topic Thinking like a 
Genius is addressed citing some behavior traits and characteristics of Yashiro Nakamatsu and Albert Einstein 
as some examples. 
 
5. ORAL PRESENTATION: [29-32] 
Talking during oral presentations follows the rules of writing and uses reading skills. Scientists and engineers 
have special communication language involving symbols, formulae, diagrams in the form of graphs, 
mechanical drawings, tables.  
 
Symbols:  
Students are taught to pronounce the Greek symbols used in formulae. These are given in Table 2, from alpha 
to sampi. 

Table 2: Greek Symbols 

  
 
Formulae:  
Formulae are derived and explained from the physical processes. Their interpretations are also illustrated.  
 
A first example starts from the general formula for resistance. 

R l
A

= ρ
 

This simple formula is a mathematical model for a physical process in a wire as the physical model. The 
following are some of the words used at presentations:  
The first presenter states that “R equals rho multiplied by the ratio of l to A, where R is resistance, rho is the 
resistivity, l is length and A is the cross sectional area”. 
If a listener closed his eyes and tried to conceptualize the process being described, s/he would not know the 
type of resistance and the medium.  
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The second presenter in describing the formula as follows: “The electrical resistance R of a conducting wire is 
proportional to the ratio of the wire’s length l to its cross sectional area A, with the coefficient of 
proportionality being the resistivity of the material, ρ”.  
 
This presenter has improved the description by qualifying that the resistance is electrical and the medium is a 
conducting wire. S/He has used the word ‘proportional’, which makes the listener imagine the variation of the 
curve with the ‘ratio’. Finally the variables are clearly defined.  
 
The third presenter states:  “The electrical resistance R of a conducting wire is directly proportional to the 
wire’s length l and inversely proportional to its cross sectional area A, with the coefficient of proportionality 
being the resistivity of the material, ρ”.  
 
Here, the independent variables are separated by qualifying ‘direct’ and ‘inverse’ proportionality, other than 
‘ratio; used by the second presenter. This makes the listener imagine how the resistance varies with the wire 
dimensions and why.  
The ‘why’ is answered by the physical process in the wire as a physical model, illustrated by the following 
words: 
 
Electric current is initiated by movement of charges. On one hand, if many charges are in a line, the ones 
ahead impede the motion of the ones behind them. The longer the wire, the more the charges are lined up and 
therefore the bigger the resistance to their movement. On the other hand, the larger the cross sectional area 
of the wire, the more the charges are available to be moved, the more the current is available to be delivered 
at the end of the wire, reflecting on low resistance to charge movement.  
 
The second example gives the description of the formula and requires the actual formula to be written. The 
description is:  “The time dependent forcing function f(t) on a vibrating system of mass m with a displacement 
x, is defined by the sum of the Newtonian force, a damping force given by the product of beta and the rate of 
displacement, and the displacement dependent stiffness term F(x). Write the formula.” 
This formula contains one implicit and one explicit differential term as is contained in the Newtonian force 

2

2

dt
xdmma = , and the damping force dependent on the rate of displacement ,

dt
dx

 with the coefficient of 

proportionality being β. Therefore, the formula is 

)()( 2

2

xF
dt
dx

dt
xdmxf +⎟

⎠
⎞

⎜
⎝
⎛+= β  

Diagrams: 
Diagrams are generally referred to as figures. They should be explicitly referred to as labeled. They should 
also be accordingly interpreted. 
For graphs words, such as varies linearly, exponentially, parabolically, and hyperbolically, should be used.  
 
Mechanical drawings are described as either ellipses, cubes, rectangles, triangles or others, as in mathematics.  
 
Tables are used in science and engineering to summarize results of dependent and independent variables in 
form of figures. The row and column widths appropriately selected to fit the figures.  
 
Teaching Aids:   
At lectures and conferences, oral presentations are given using teaching aids for power point slides, flip charts 
and white boards. Apart from writing style and public address skills, the others that are emphasized are slide 
layout and time management, as is given in [33].  
 
Practicals: 
Practicals are on the use of computers to write formulae using both the Equation Editor and MathType.  
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Students are also trained to use computers for drawing mechanical drawings and electric circuits, and setting 
of tables. When tables and drawings are big, they are presented in the landscape format to fit all the drawings. 
For such exercises, they are exposed to the uses of other software such as AUTOCAD and other Knowledge 
Base Software exemplified by Roads, Sewer, Storm, Water and others as may be found in [34] for Civil 
Engineers, and MULTISM and Electronic Workbench for Electrical and Electronic Engineers.  
 
6. EXAMINATION: [35] 
Examining is the common way of testing understanding of what students have been taught. In the course, 
presentations are made on what students should do before the examination, on the examination date, in the 
examination room, and after the examination. 
On the actual examination paper, the demand by the common words and phrases such as Define, State, List, 
Draw, Sketch, Write, Enumerate, Discuss, Explain, Use curves/diagrams to ..,  Calculate, Determine, 
Differentiate between.., Compare, Prove that, Show that, Deduce, Derive, Interpret, Relate, Comment on, and 
other must be clearly understood before starting to answer the question.  
 
7. INTERVIEW: [36-37] 
On graduation, students get interviewed for jobs, initially sometimes by phone and subsequently at a physical 
appearance. At that stage, they are interviewees. They should generally know the process of the interview and 
what questions to expect from the interviewing panel and how to answer them. Some of the bad behaviors at 
interviews are spelled out.  
 
Later on, they join the management cadres at their work places. They should therefore know how to hold 
themselves as interviewers. Therefore, spelled in the course are what to do and what not to do both as an 
interviewee and as interviewer. 
For this skill, drilling is conducted at mock interviews.  
 
III. END OF THE COURSE 
 
At the end of the course, some materials given to students as future references for long life learning are by 
Brian Tracey’s CD on Accelerated Learning, Clayton M. Christensen’s Disrupting Class: How Disruptive 
Innovation Will Change the Way the World Learns, Career Research Questions and Competency Profile of 
The English Centre, University of Hong Kong [5]. Michael Alley, 1996, The Craft of Scientific Writing (3rd 
Ed.) Springer, and [38-43]. 
 
IV: CONCLUSIONS AND RECOMMENDATIONS: 
 
Based on the usefulness of this course to all students, teachers and practitioners of scientists and engineering, 
and on the market demand, it is advisable to keep improving this course by expanding the inter-departmental 
engagements in practical applications of the skills. To help with continuing learning and in expanding 
students’ exploratory acumen for material, a large source of webpages are given in the references since no 
modern books  on this course are available in most local libraries. Special attention is drawn to materials on 
Thinking Skills which, when supplemented with Disrupting Class, lead to the main objectives of scientists and 
engineers - problem solution and innovation.  
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IMPROVING ENGINEERING EDUCATION, PROFESSION AND 
RESEARCH IN KENYA THROUGH CREATION OF INSTITUTES 

 
 S. O. Odundo 

 
 Department of Electrical & Communication Engineering, Masinde Muliro University of Science & 

Technology 
 
 Abstract—An Institute is defined as a permanent organizational body created for a certain purpose. The main function 
of institute is research since they are highly specialized in nature. The proposed engineering institutes are to oversee the 
quality of engineering education, training, practice and research in Kenya. 
  
Keywords: Institute, Engineer, Engineering, Science, Society, Industry, Technology, Higher Education. 
 
 1. INTRODUCTION  
Engineering involves the application of proved 
scientific knowledge to meet all societal 
needs, hence the diverse nature of engineering. 
Since engineering involves the application of 
proved scientific knowledge, equipped 
laboratories and specialized training are of 
great importance. 
  
When engineering education and practice was 
established in Kenya, high class institutes 
were developed to improve the quality of 
engineering profession. These institutes 
included the following among others;  

• Railways Training Institute.  
• Kenya College of Communication 

Technology.  
• KPLC training College 

The only problem is that these world class 
institutes were managed by there respective 
industries which resulted to there quick 
collapse when the industries faced both 
financial and management challenges.  
This paper presents the establishment of 
engineering institutes which are independent 
in order to improve engineering education, 
training, research and practice.  
2. THE ROLE OF ENGINEERING IN 

SOCIETY: ENGINEERING DESIGN  
One of the first sources of confusion, 
particularly among those who are not 
engineers or scientists, is the distinction 
between science and engineering. The primary 
role of science is to develop knowledge and 
understanding of the physical universe. As 

pointed out by Davis [1] and others, an 
important distinction is that this pursuit of 
knowledge (science) may occur largely 
without regard to societal need (or to societal 
implications). The direction of scientific 
research has been described by some as 
curiosity-based research which is not 
necessarily driven by the values of society. 
Societal values (and resulting priorities) do not 
necessarily define the bounds, direction or 
scope of scientific curiosity. Given this 
curiosity-driven process, the base of scientific 
knowledge about the physical universe may be 
represented by an amoebae-like structure 
uneven in its extent in the various directions 
with current scientific research efforts acting 
to extend its coverage (Figure 1). 
 

 
Figure 1: 
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The utilization of scientific knowledge over 
time establishes that some of the knowledge is 
immediately relevant to societal needs while 
other parts are less immediately relevant 
(society may never realize the relevance of a 
particular scientific inquiry). While the 
congruence of societal need with scientific 
knowledge is much more complex than 
indicated in this article, it may be represented 
for the purpose of this discussion by a Venn 
diagram as seen in Figure 2. The authors 
maintain that it is this overlap of scientific 
knowledge with societal need, more 
specifically, the application of scientific 
knowledge to the needs of society, that is the 
domain of engineering.  

 
Figure 2: 

 
This analogy can be extended by 
superimposing the distinction of the creative 
versus the analytical aspect of the human 
enterprise. We can represent this aspect of the 
human intellect by another Venn diagram 
shown in Figure 3. As indicated in the 
diagram, one may pursue creative efforts 
without involving analytical skills, and one 
may apply analytical skills without entering 
the domain of creativity. For example, as 
engineers apply commercial software to the 
solution of an engineering problem, the 
application of analytical skills, per se, may 
involve little or no creativity.  

 
Figure 3: 

One may superimpose these two Venn 
Diagrams and use the resulting diagrams to 
examine engineering enterprise as shown in 
Figure 4.  

 
Figure 4: 

 
Considering the intersection of scientific 
knowledge with societal need (designated as 
the domain of engineering), the authors will 
discuss three sectors, shown as A, B, and C.  
Sector A represents the intersection of purely 
analytical talents with the engineering domain. 
This may be used to represent engineering 
science, ability to model complex systems and 
predict their response to various inputs under 
various conditions. This segment of 
engineering has, of course, been the subject of 
intense development over the last half century 
and has benefited most directly from the 
availability of fast digital computers.  
Sector C, the intersection of our creative 
capacity with the engineering domain, can be 
viewed as representing those sudden intuitive 
leaps often responsible for revolutionary 
advances in technology called "significant 
novelty" by Spier [2] as well as those aspects 
of engineering, not yet fully supported by 
engineering science, that remain more art than 
science.  
The third sector, B (the intersection of 
knowledge and need with both creative and 
analytical capability) can be used to represent 
engineering design and much "real world" 
problem solving. This sector includes 
activities ranging from developing innovative 
products and processes, to creating an 
innovative bridge design, to developing a new 
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control process for petrochemical production 
and ICT just to mention.  
Current approaches to teaching used in 
engineering schools have been designed more 
for developing analytical skills (Sector A) than 
creative skills. 
  
3.  THE STRUCTURE FOR 

ESTABLISHMENT OF 
ENGINEERING INSTITUTES 

Figure 5: Hierarchy of Organized Engineering Training in 
Kenya 

 
4.  THE MINISTRY OF HIGHER 

EDUCATION, SCIENCE & 
TECHNOLOGY (MoHES&T) 

The ministry's mandate includes  
• Science Technology & Innovation (ST&I) 

Policy  
• Research development.  
• Research authorization  
• Coordination of Technical Education (TE).  

The ministry currently operates with three 
technical directorates and one SAGA; namely;  
• Directorate of Research Development 

(DRD),  
• Directorate of Technical Education (DTE),  
• Directorate of Higher Education (DHE)  
• National Council for Science and 

Technology (NCST).  
Policy priorities include:  
• Strengthening the National ST&I standing 

and its competitiveness  
• Improving the quality, relevance, equity 

and access to higher education and 
technical training  

• Promoting evidence based policy making 
and national development  

• Encourage private sector participation in 
ST&I and technical education  

• Enhancing capacity of the national ST&I 
system towards demand driven  

• ST&I, quality higher education and 
technical education services  

• Effective use of existing talents and 
facilities  

• Promoting excellence, creativity, 
innovation and investment in  

• ST&I, higher education and technical 
education.  

4.1. Directorate of Research Management 
and Development.  
This directorate; 
• Creates regional and international linkages, 

collaborations and cooperation in ST&I  
• Promotes technology transfer and provides 

of Science, Technology & Innovation 
(ST&I) information  

• Ensures adoption and utilization of ST&I 
and its conversion into commercial 
products and services  

• Mobilizes resources to support ST&I 
sector.  

• Provides research, Science & Technology 
accreditation and standards  

• Monitors and evaluates research activities 
in Kenya  

• Manages and coordinates ST&I activities at 
various levels  

• Advises scientist in universities and other 
research organizations on the regulatory 
requirements relating to ST&I  

 
The Directorate of Research Management and 
Development has five divisions with distinct 
areas of specialization in research namely:  

• Agricultural and Allied Sciences  
• Environmental and Natural Science  
• Planning and Social Sciences  
• Biomedical and Allied Sciences 
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4.2. Directorate of Technical Education.  
This Directorate in the Ministry of Higher 
Education Science and Technology performs 
the following functions:  
• Administration of public Technical, 

Industrial, Vocational and Entrepreneurship 
Training (TIVET) tertiary institutions 
which include national Polytechnics, 
Institutes of Technology and technical 
Training institutes country-wide  

• Provision of bursaries and grants to public 
TIVET institutions  

• Registration of private TIVET institutions  
• Planning for the development of technical 

training institutions.  
• Coordinating development and 

implementation of training programmes.  
• Formulation, co-ordination and review of 

policies and programmes pertaining to 
Technical, Industrial, Vocational and 
Entrepreneurship Training (TIVET) in 
collaboration with other relevant 
stakeholders, government departments and 
agencies.  

• Administration of budgetary resources for 
public training institutions.  

• Coordination, management and supervision 
of TIVET institutions.  

• Providing professional and policy guidance 
to managers of existing or newly 
established TIVET institutions.  

• Promotion of access and equity in the 
provision of TIVET.  

• Promotion and facilitation of technical 
education and training.  

• Registration of new TIVET institutions and 
approval of training programmes.  

• Fostering linkages with industry in the 
provision of quality training.  

• Promotion of research and technological 
innovation within technical training 
institutions.  

• Nurturing entrepreneurial culture through 
technical education and training.  

4.3. Directorate of Higher Education  
The Directorate of Higher Education in the 
Ministry of Higher Education, Science and 

Technology has taken this challenge in stride. 
Constituent University colleges and campuses 
affiliated to universities have been established 
to expand access to higher education. 
4.4. Role of National Council for Science 
and Technology (NCST)  
The NCST play a major role in science, 
technology, innovation and research in the 
country among major achievements they have 
made for the Kenyan nation is the facilitation 
of the establishment of the major research 
institutes, i.e.,  
• Kenya Agricultural Research Institute 

(KARI)  
• Kenya Trypanosomiasis Research Institute 

(KETRI)  
• Kenya Forest Research Institute (KEFRI)  
• Kenya Plant Health Inspectorate Services 

(KEPHIS)  
• Kenya Medical Research Institute 

(KEMRI)  
• Kenya Industrial Research Development 

Institute (KIRDI)  
Beside the above role NCST does the 
following  
• Advises the Government on science, and 

technology and innovation  
• Advises researchers, Institution of higher 

learning and research organization on 
regulatory requirements for science, 
Technology  

• Advises on research programme and 
scientific capabilities of institutes  

• Provides advice on science, technology and 
innovation requirement for national and 
sectoral polices Authorizes Research  

• Provides fora for dissemination of research 
results  

• Provides information on science, 
technology and innovation  

• Formulates policy and regulations for 
science, technology, innovation and 
research  

Research Authorization Section  
•  Provides permits for research 
•  Receives and acknowledges research 

applications  
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•  Forwards the applications to the relevant 
authorities for expert advice  

•  Receives and dispatches research reports  
•  Maintains an up to date data bank on all 

final research reports  
5. INSTITUTIONS OF HIGHER LEARNING.  
Institutions of higher learning include both 
local and foreign universities, national 
Polytechnics, Institutes of Technology and 
technical Training institutes. Currently we 
have 7 public Universities, 18 private 
Universities of which 11 have received 
university charter and the rest are on letters of 
interim authority. This number is expected to 
increase.  
6. ENGINEERING INSTITUTES.  
This paper introduces engineering institutes 
into the training program of engineering.  
Engineering institutes are to perform the 
following functions.  
Examining graduate engineers for registration 

as members  
•  Assess engineers for accreditation.  
•  Link for engineering education and 

industry.  
•  Centre of excellence for engineering.  
•  Skill upgrading centre for engineers  
• Developing and updating engineering 

curriculums for institutions of higher 
learning.  

• Offer specialized training to engineering 
postgraduate.  

•  Evaluate engineering industries in Kenya  
• Advice the government and society on 

engineering matters and all engineering 
projects in Kenya.  

In order to perform the required task, these 
institutes must have well equipped 
laboratories, space (auditorium/ lecture halls), 
library and any other facility required in  
The academic staffs of engineering institutes 
must be highly experienced engineering 
scholar (Academicians) in research and 
publications, teaching and book writing and 
also administration.  

7.  ENGINEERING REGISTRATION 
BOARD  

The Engineering Registration Board is to 
register qualified graduates from engineering 
institutes on there areas of specialization as.  

• Registered Graduate Technical Engineer.  
• Registered Technical Engineer.  
• Registered Graduate Engineer.  
• Registered Engineer.  
• Registered Consulting Engineer.  

8. INDUSTRY.  
Industry refers to the production of an 
economic good (either material or a service) 
within an economy. The engineer in the 
industry use the knowledge acquired to meet 
needs of the society.  
9. CONCLUSION.  
This paper has defined an engineer and also 
training an engineer towards creativity, 
innovation and application of new technology. 
It is important to establish institutes so as to 
effectively train engineers and hence 
improving engineering profession. It is also 
noted that scientist play a very vital role in 
training engineers and hence a scholar does 
not need engineering registration.  
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Abstract—This paper examines the salient features of chaos systems, with specific reference to the Lorenz systems that 
make them appropriate for application in Telecommunications. Lorenz equation is simulated to illustrate these 
characteristics. Dynamic chaos possesses a combination of properties making it an attractive carrier for communication 
systems, which includes a high potential rate of data transmission, stability of broadband signals with respect to fading in 
the case of multipath signal propagation and possibility of providing confidential communications. Furthermore they are 
suitable for applications that require low cross correlation between the signals being used such as digital spread spectrum 
and multi-input multi-output radar systems. 
 
 
INTRODUCTION 
Chaos is the word used to describe deterministic 
behavior for which nevertheless, in view of the 
computational cost, even if the initial conditions 
were known to an arbitrary degree of precision, the 
long term behavior cannot be accurately predicted. 
This is certainly the case with many natural 
systems for which in any case we cannot know the 
initial conditions to an arbitrary degree of 
precision. A classic example, first considered by 
E.N Lorenz is the weather [Lorenz 1963]. Edward 
Lorenz, pioneer in using computers accidentally 
found in 1960, that in certain kinds of non-linear 
equations, the result displayed sensitive 
dependence on initial conditions. This is a 
distinguishing feature of chaos systems. At the end 
of the nineteenth century Henry Poincarẻ was 
aware of the fact that orbits of three bodies moving 
under a central force due to gravity are quite 
complicated and change drastically with a change 
in initial conditions. He tried to find a theorem to 
explain more generally the phenomenon the 
theorem and to establish a theory related to the 
chaotic paths in a system of differential equations. 
He showed that three dimensional paths in a 
system of non linear differential equations can be 
chaotic but two dimensional paths cannot be 
chaotic (Poincarẻ-Bendixon theorem)[1] 
 
The Russian mathematician Lypunov realized that 
a single number could be used to represent the 
change caused by perturbation. He divided the size 
of the perturbations at one instant in time by its 
size before. He then performed the computation at 
various intervals and averaged the results. This 

quantity know called Lyapunov multiplier, 
describes how much on average a perturbation will 
change. A value less than one means the 
perturbation will die out and the system is stable. 
If the value is less than one the perturbation grows 
and the system is unstable. 
 
NON-LINEAR DYNAMICS-BASIC 
TERMINOLOGY 
Any nonlinear system which can be expressed by a 
set of mathematical equations includes two types 
of variables-dynamic and static. Dynamic 
variables are the quantities which change with 
time whereas the static variables, often referred to 
as the control parameters, remain constant until 
changed by an outside force. When studying the 
non linear system, the control parameters are often 
changed so as to learn how the behavior of the 
system changes in response. The act of changing a 
control parameter to change the system behavior is 
known as perturbation. 
State space or phase space is the space of the 
dynamic variables and might in some cases 
include their derivatives. A point in the state space 
represents a state of the system at a given time. As 
the system evolves with time, the state of the 
system moves from point to point in the state 
space thus defining a trajectory. A trajectory 
therefore displays the history of the states of the 
system. 
In nonlinear dynamical theory, the number of 
degrees of freedom is usually defined as the 
number of dynamic variables needed to specify the 
dynamical state of the systems or equivalently as 
the number of independent initial conditions that 
can be specified for the system 
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Chaos is an aperiodic long term behavior in a 
deterministic system that exhibits sensitive 
dependence on initial conditions. The three 
components of the definition are classified as 
follows: 

1. Aperiodic long term behavior means that 
the system trajectory in phase space does 
not settle down to any fixed points (steady 
state), periodic orbits, or quasi-periodic 
solutions as time tends to infinity. This 
part of the definition differentiates 
aperiodicity of for example, a periodically 
oscillating system that has been 
momentarily perturbed. 

2. “Deterministic” systems can have no 
stochastic systems (meaning probabilistic) 
parameters. It is a common misconception 
that chaotic systems are noisy systems 
driven by random processes. The irregular 
behavior of chaotic systems arises from 
intrinsic non-linearity rather than noise. 

3. “Sensitive dependence on initial 
conditions” requires that trajectories 
originating from nearly identical 
conditions will diverge exponentially 
quickly.[2] 

The mathematical model developed, now called, 
the Lorenz system has been used as a paradigm for 
chaotic systems satisfy the above definition. The 
Lorenz system consists of just three coupled first-
order differential equations. 

bzxy
dt
dz

yrxxz
dt
dy

yx
dt
dx

−=

−+−=

+−= ασ

 

Lorenz chose parameter values α=10, b=8/3 and 
r=28.With these choice for the parameters, Lorenz 
system is chaotic exhibiting the traits described in 
the definition given for chaos. For parameter 
values for which the Lorenz system demonstrates 
chaotic dynamics, all solutions, regardless of their 
initial conditions, converge to a set called the 
strange attractor. The strange attractor can be 
observed in state space (also called phase space), 
where each state variable is assigned a respective 
axis in the x-y-z plane space. Figure 1 illustrates a 
solution to the Lorenz system tracing out the 
strange attractor in state space. Since the Lorenz 
system satisfies the uniqueness theorem [4], no 

points of intersection appears on the strange 
attractor. Nonetheless all solutions eventually 
converge to the butterfly shaped attractor. 
Specifically the attractor is composed of two 
wings, and each wing of the attractor encircles one 
of the two nontrivial fixed points. The shape of the 
strange attractor varies for varying parameter 
values. 
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Figure 1: Lorenz strange attractor 
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Figure 2: Time series of x, y and z 

A time series of x, y and z is shown in Figure 
2.The initial conditions can be chosen arbitrarily. 
From direct observation of the time series, it is 
reasonable to say that the x, y and z variables are 
aperiodic. 
 
Chaotic systems exhibit sensitivity to initial 
conditions. For chaotic systems, two solutions with 
nearby initial conditions exponentially diverge. To 
demonstrate that the Lorenz system has this 
sensitivity, the x state variable from two distinct 
solutions with nearby initial conditions are shown 
in   Figure 3.As can be seen from this figure, the 
two signals begin nearby and rapidly diverge from 
each other. Although only x(t)  is shown the same 
behavior can be observed from both y(t) and z(t). 
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Figure 3: Time series plot for x with a variation in initial 

conditions 

Therefore as can be seen from Figure 2 and Figure 
3, the Lorenz system exhibit abounded, aperiodic 
flow with a sensitive dependence on initial 
conditions, which is a characteristic of any chaotic 
system. 
 
APPLICATION OF CHAOS TO 
TELECOMMUNICATION 
Chaotic telecommunication is relatively new field 
of interest in communications and its major 
motivation is derived from the facts that on one 
hand chaotic systems present a complex behavior 
and on the other hand are governed by some few 
simple rules. Moreover small changes in input 
parameters imply large deviations in output. 
 
A direct application of chaos theory to 
telecommunication systems appear in a 
conventional digital spread spectrum, where the 
information is spread over a wider band by using a 
chaotic signal instead of the usual periodic 
sequence called the pseudo-noise (PN) sequence, 
the latter is generated for instance by linear shift 
registers. The most important characteristic of the 
periodic sequence are the auto-correlation and the 
cross correlation. The auto-correlation is important 
in the synchronization the periodic sequences 
generate at the transmitter and receiver. The cross 
correlation between the pseudo sequence must be 
zero to obtain communication between different 
users at the same band of frequency and at the 
same time. 
 
In the same manner multiple input multiple output 
radar systems demands the generation of multiple 
signals with the autocorrelation and cross 
correlation meeting the criteria discussed above. 
Deterministic chaos can be used to generate a large 
number of quasi orthogonal waveforms to be used 
in the radar systems. Chaos synchronization allows 
applications of chaotic signal I(t) by adding it to a 
larger chaotic signal and transmitting the 
superposition of the two signals. Information can 

be recovered after the comparison of the received 
signal I(t)+n(t).In this way chaotic signals in the 
transmitter and receiver systems must be 
synchronized. As this way of sending information 
is difficult to unmask, it is called secure 
communication [4] 
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Abstract—The stress intensity factors at the crack tip in an internally pressurized pressure vessel with multiple axial 
cracks were determined using the energy based modified virtual crack closure technique. The Ansys10 Finite Element 
Analysis software was used to obtain the nodal forces at the crack tip and the nodal displacements in the vicinity of the 
crack tip. The stress intensity factors obtained using the modified virtual crack closure technique for cylinders with a 
single crack were found to be very close to those in literature. However this was after assuming that the crack extends by 
37.5% of the length of the finite element behind the crack tip. The same assumption was also found to be valid for 
multiply cracked cylinders.  
 
INTRODUCTION 
Multiple radial cracks emanating from the 
inner surface are often present in thick walled 
cylinders under internal pressure, for example, 
pressure vessels employed in the nuclear and 
chemical industries, barrels of guns, etc. In 
order to predict the fatigue growth rate of such 
cracks, and thus the safe life of such cracked 
pressure cylinders, it is important and essential 
to know the mode I stress intensity factors 
(SIF). For many years, a great amount of work 
has been done on the problems of multiple 
radial cracks in the thick walled cylinders, and 
many values of SIF have been obtained by 
analytical and numerical methods. A radial 
crack has been studied previously by using the 
modified mapping-collocation technique [l]. 
The stress intensity factors due to the internal 
pressure for one to four radial cracks 
emanating from the outer surface and for three 
and four radial cracks emanating from the 
inner surface of cylinders have also been 
studied [2]. The stress intensity factors for 
multiple inner cracks in thick walled cylinders 
under internal pressure have also been studied 
using load relief factors [3].  [4] obtained the 
stress intensity factors for a wide range of 
thick cylinders with one or two inner and outer 
radial cracks under polynomial crack face 
loading by using crack weight functions . An 
analysis has been performed with a finite 
element and weight function method for a 

uniform array of radial cracks in a partially 
autofrettaged thick wall cylinder [5]. Stress 
intensity factors have been calculated for large 
arrays of up to 1024 radial cracks emanating 
from the inner surface in the internal 
pressurized and autofrettaged cylinder by 
finite element method [6-7]. But most of these 
studies are limited to a small range of crack 
configuration parameters. Crack arrays have 
also been classified as dense or sparse 
according to inter-crack spacing ratio a/d and 
several formulae for estimating the stress 
intensity factors for both dense and sparse 
crack arrays have been developed [8-9].  
 
The aim of this paper is to use the modified 
virtual crack closure technique (MVCCT) to 
determine SIFs in thick-walled multiply 
cracked internally pressurized cylinders and 
compare the results with those obtained using 
other techniques. Ansys10 Finite Element 
Analysis software was used in this study. This 
software was used to obtain the nodal forces at 
the crack tip as well as the displacements in 
the vicinity of the crack tip. These two 
parameters were then used in the modified 
virtual crack closure technique to obtain the 
stress intensity factors.  
 
Model validation 
The radial, hoop and axial stresses obtained 
from the finite element model were compared 
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with their corresponding theoretical stresses 
obtained using the Lame's equations.  Figure 1 
shows the comparison of these stresses for a 
flawless cylinder with a thickness ratio of 

Y=1.5. From the figure, it was evident that 
there was very good agreement between the 
finite element stresses and the theoretical 
stresses. 

 
 

 
Figure 4:  Theoretical versus finite element stresses 

Single crack analysis 
For cylinders with a single crack, the analysis 
was done by considering one half of the 
cylinder so as to take advantage of symmetry. 
Figure 2 shows the model that was used but 
the crack size shown has been exaggerated for 
the sake of clarity. The model structural 
properties were chosen as E, (Young's 

modulus of elasticity) =210GPa and µ, 
(Poisson's ratio) =0.3. It was then meshed 
using solid-Tet-10node-187 elements. These 
elements were chosen because they could be 
arranged in a regular manner around the crack 
tip and also because they allowed for 
sufficient mesh 

refinement around the crack tip. 

 
Figure 5:  3-D Single crack model 

 
 
 
 
 
 
 
 

Figure 6: Front view of a single crack model
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During the meshing, the model was first freely 
meshed and then the meshing of the whole 
model was refined before mesh refinement 
was done at the crack tip only. The next stage 
of the analysis involved the application of 
boundary conditions. The displacement 
boundary conditions were applied to prevent 

the cylinder from rotating about its own axis. 
The areas in the model were also numbered so 
as to ensure that the boundary conditions were 
applied in their appropriate areas. Figure 5 
shows the model with displacement boundary 
conditions. 

 
Figure 4: Refined mesh at the crack tip 

 

 
Figure 5:  Front view of a model with boundary conditions 

Internal pressure was applied on the inner 
surface of the cylinder as well as on the crack 
face while making sure that yielding did not 
occur at any point in the cylinder. The 
precondition conjugate solver was chosen to 
carry out the final analysis since it is fast and 
accurate. After the solution, the deformed and 
the non-deformed model were observed. The 
maximum stress was also checked so as to 

verify that it was below the model yield stress. 
Figure 7 shows a plot of the stresses at the 
crack tip where; 
f is the distance between point A and C in 
figure 6. 
e refers to the distances from A (in the same 
figure) to the points where the stresses were 
recorded. 
 

 

A 
B

C 

Figure 6: Points A to C where stresses were examined 
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Figure 7: Stress variation along the crack 

 
The node numbering of the whole model was 
activated and then a section of the crack tip 
was selected to be used in the analysis. For the 
selected portion, nodal forces in the 
hoop/circumferential direction were obtained 
at five consecutive nodes located along the 
crack tip. The nodal displacements in the 
hoop/circumferential direction were also 

obtained at other five consecutive nodes near 
the crack tip. Taking figure 8 as an example, 
the nodal forces were obtained at nodes 
53725, 53307, 53297, 53236 and 53209. The 
nodal displacements were obtained at nodes 
54046, 54032, 54083, 54078 and 54077. 
 

 
Figure 8: Nodes used for analysis 
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Application of modified virtual crack 
closure technique in thick walled cylinders 
The modified virtual crack closure technique 
had earlier been applied in determining stress 
intensity factors in flat plates subjected to 
uniform pressure. In thick walled cylinders, 
the hoop stress that is related to mode I stress 
intensity factors in radial cracks decreases 
from the inner surface of the cylinder to the 
outer surface. Therefore, this method could 
not be applied in determining stress intensity 
factors in thick walled cylinders as it had been 
applied in determining these factors in flat 

plates. After thorough investigations, it was 
found that excellent results were obtained after 
assuming that the crack extends by an amount 
equal to 37.5% of the length of the element 
behind the crack tip. Figures 9   show how 
varying the length of the element in front of 
the crack tip causes the SIF obtained using 
MVCCT (Km) to vary from the Kk which was 
obtained from literature [13]. All the stress 
intensity factors presented are dimensionless 
i.e they have been divided by ܲܽߨ 

 
Figure 9: Variation of Km with h for Y=1.5 

Multiple crack analysis 
For cylinders with an even number of cracks, 
due to symmetry, the analysis was done by 
considering a quadrant of the cylinder. For 
those with an odd number of cracks, again due 
to symmetry, the analysis was done by 
considering a half of the cylinder. Figure 10 
shows the model that was used in the analysis 
of a cylinder with three cracks whereas figures 
12 show the model that was used for the 
analysis of a cylinder with six cracks. The 

lower half of figure 11 shows the part which 
was ignored in order to take advantage of the 
symmetry of the cylinder. For the sake of 
clarity, the sizes of the cracks have been 
exaggerated. The procedure for analyzing the 
cylinders with an even number of cracks is 
similar to that of analyzing those with an odd 
number of cracks. In both cases the half crack 
at the line of symmetry of the model was used 
for the analysis. 
 

 
Figure 10:  3-D model for a cylinder with 3 cracks 

 
Figure 11: Front view of a model for a cylinder with 3 cracks 
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Figure 12: Model for a cylinder with 6 cracks 

RESULTS 
The stress intensity factors were calculated for 
1≤ n≤100, 1.5≤Y≤2.5 and 0.1≤a/t≤ 0.7. The 
values obtained were compared with those in 
literature [11]. The maximum value of K was 
found occur when n=2. As the number of 
cracks increase, the value of K decreases. K 
also increases with a/t but decreases as Y 
increases. Figures 13 to 15 show the variation 
of K with n for various a/t ratios when Y is 
constant. From figure 13, it was evident that 
for any a/t ratio, the highest value of Km 
occurred when n=2. This was in agreement 
with what had been reported earlier in 
literature that the two diametrically opposed 
cracks `assist' each other in weakening the 
cylinder [12]. It was also evident from the 
figure that Km decreased as n increased from 
2. This was attributed to the concept of load 

relief whereby the crack opening forces due to 
the applied pressure were shared by the 
increasing number of cracks. For n<10, the 
stress intensity factor was found to increase 
with a/t and this was mainly due to the fact 
that, as a/t increased, the remaining cylinder 
thickness in front of the crack tip was 
decreasing and the gap between the two 
pressurized crack faces at the crack tip was 
reducing. The cracks also being far apart 
meant there was no interaction with the forces 
acting on neighboring cracks. For n>10, the 
value of Km was found to generally decrease 
with a decreasing value of a/t except for 
a/t=0.1 where the values of Km are nearly 
equal to the values of Km when a/t=0.7. The 
high values of Km when a/t=0.1 were 
attributed to the high hoop stress near the 
inner surface of the cylinder. The values of Km 
in figure 13 were in good agreement with 
those obtained from literature. The results in 
figure 14 and figure 15 displayed a similar 
trend with those in figure 13. It was however 
noted that the values of the stress intensity 
factors in the three figures decreased as Y 
increased. This was because strength of the 
cylinders increases with an increasing value of 
Y. 

 
 

Figure 13: K values for a multiply cracked thick walled cylinder with Y=1.5 
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Figure 14:  K values for a multiply cracked thick walled cylinder with Y=2.0 

 

 
Figure 15:  K values for a multiply cracked thick walled cylinder with Y=2.5 

 
 
Table 1:  K values for a multiply cracked thick walled cylinder with Y=1.5 
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CONCLUSIONS 
It was discovered that the modified virtual 
crack closure technique could not be applied 
in the analysis of thick walled cylinders in the 
same way it had been applied in the analysis 
of flat plates. Thus it was found appropriate to 
assume that the crack extends by 37.5% of the 
length of the finite element behind the crack 

tip. In this way the SIF values obtained for 
both single crack and multiply cracked 
cylinders were found to only have an error of 
at most 5% in most cases. Despite the 
assumptions associated with the modified 
virtual crack closure technique, the SIF values 
obtained for thick walled cylinders were in 
good agreement with published results. 

 
Table 2:  K values for a multiply cracked thick walled cylinder with Y=2.0 

 
 

Table 3:  K values for a multiply cracked thick walled cylinder with Y=2.5 
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Abstract—The Mobile Ad hoc Networks (MANETs) are wireless networks which have no central bridge, and where 
each node acts as a destination as well as a router. There are many protocols that have been developed to aid in routing in 
these types of networks. To achieve effective routing, there are many interdependent parameters that a routing protocol 
algorithm has to contend with, but which have a great impact on the general performance of the protocol. The Routing 
protocols designed for MANETs are generally classified as either proactive or reactive. We have simulated WRP 
(proactive) and AODV (reactive) protocols to study their performance characteristics in face of varying nodes’ mobility 
levels. Performance evaluation is based upon different metrics namely- throughput, packet delivery ratio, end to end 
delay, messaging overhead and energy consumption. The network simulator used is GloMoSim. Our results demonstrate 
that the AODV which is a reactive protocol outperforms WRP in many of the measured metrics. The AODV is thus a 
better for choice MA NETs. 
 
Keywords: MANET, WRP, AODV, Simulation, GloMoSim. 
 
 

1. INTRODUCTION 
 

Mobile ad hoc networks (MANETs)(1) are 
networks composed of a set of communicating 
nodes able to spontaneously interconnect without 
any pre-existing infrastructure. These nodes 
generally have a limited transmission range and, 
so, each node seeks the assistance of its 
neighboring nodes in forwarding packets. In 
addition to that, these devices are generally 
mobile. 
 
In order to establish routes between nodes which 
are further than a single hop, specially designed 
routing protocols are engaged. The unique feature 
of these protocols is their ability to trace routes in 
spite of a dynamic topology. These protocols can 
be categorized into two main types: reactive and 
proactive. The nodes in an ad hoc network 
generally have limited battery power and, so, 
reactive routing protocols endeavor to save power 
by discovering routes only when they are 
essentially required. 
 
In contrast, proactive routing protocols establish 
and maintain routes at all instants of time so as to 
avoid the latency that occurs during new route 
discoveries. 
 

Some of the applications of MANETs are as 
follows: 

i. Military vehicles on a battlefield with 
no existing infrastructure. 

ii. A fleet of ships at sea. 
iii. Emergency workers at an earthquake 

that destroyed the infrastructure 
iv. A gathering of people with notebook 

computers in an area lacking 802.11. 
 
Selecting a particular protocol for an application or 
deployment environment involves evaluating 
many inter-dependent metrics and can be an 
overwhelming task for an application designer. 
However, this decision can have a significant 
impact on the success of a system in terms of 
performance. Hence, there is need to analyze and 
compare the performances of various available 
protocols to determine their suitability in a given 
network scenario. 
 
Evaluating MANETs is achievable by resorting 
either to software-based simulators or to 
experimentation networks (testbeds). Most 
researchers favor simulators at the expense of 
testbeds. What prevents (or at least hinders) the 
use of real-size testbeds is their cost and their 
inherent lack of flexibility. 
 
This becomes particularly impeding as the size of 
the experimented network grows. Software-based 
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simulation then turns out to be a viable alternative 
and a widely used solution. This paper uses mobile 
ad hoc network simulator called GloMoSim to 
evaluate performances of one proactive routing 
protocol; Wireless Routing Protocol (WRP)(2) and 
one reactive routing protocol; Ad Hoc On-demand 
Distance Vector  (AODV)(3) protocols under 
varying nodes’ mobility levels. 
 
The rest of the paper is organized a s follows: 
This research paper consists of five sections 
which are organized as follows: Section one 
has served as an introduction to the MANETs 
and need to analyze performance MANETs 
routing protocols. Section two surveys the 
literature review of the two mobile ad hoc 
network routing protocols under study. 
Section three details the methodology to carry 
out the MANET simulation. Section four 
presents the simulation results and Discussion. 
Section five concludes the paper by describing 
various observations. 
 
2. DESCRIPTION OF PROTOCOLS 
 
2.1 Wireless Routing Protocol (WRP) 
WRP is a proactive routing protocol and was 
proposed by Murthy (2) .WRP eliminates the 
possibility of routing loops. Nodes in a 
network using WRP maintain a set of four 
tables: 
1. Link cost table. This table contains the cost 
of the link to each immediate neighbor node 
and information about the status of the link to 
each immediate neighbor. 
2. Distance table. The distance table of a node 
contains a list of all the possible destination 
nodes and their distances beyond the 
immediate neighbors. 
3. Routing table. The routing table contains a 
list of paths to a destination via different 
neighbors. If a valid path exists between a 
source and a destination node, its distance is 
recorded in the routing table along with 
information about the next-hop node to reach 
the destination node. 
4. Message retransmission list (MRL). The 
MRL of a node contains information about 
acknowledgement (ACK) messages from its 
neighbors. If a neighbor does not reply with an 
ACK to a hello message within a certain time, 

then this information is kept in its MRL and an 
update is sent only to the non-responding 
neighbors. 
WRP works by requiring each node to send an 
update message periodically. This update 
message could be new routing information or 
a simple ‘hello’ if the routing information has 
not changed from the previous update. After 
sending an update message to its all neighbors, 
a node expects to receive an ACK from all of 
them. If an ACK message does not come back 
from a particular neighbor, the node will 
record the non-responding neighbor in MRL 
and will send another update to the neighbor 
node later. The nodes receiving the update 
messages look at the new information in the 
update message and then update their own 
routing table and link cost table by finding the 
best path to a destination. This best-path 
information is then relayed to all the other 
nodes so that they can update their routing 
tables. WRP avoids routing loops by checking 
the status of all the direct links of a node with 
its direct neighbors each time a node updates 
any of its routing information. 
 
2.2 Ad hoc On-demand Distance Vector 

Routing (AODV) 
Ad Hoc On-Demand Distance Vector Routing 
(AODV) (3) is an improvement of the 
Destination-Sequenced Distance-Vector 
(DSDV) (4) algorithm. It is a reactive protocol 
and construct route on demand and aims to 
reduce routing load. It uses a table driven 
routing framework and destination sequence 
numbers for routing packets to destination 
mobile nodes and has location independent 
algorithm. It sends messages only when 
demanded and it has bi-directional route from 
the source and destination. When it has 
packets to send from source to destinations 
mobile node then it floods the network with 
route request (RREQ) packets. When a node 
receives an AODV control packet from a 
neighbor, or creates or updates a route for a 
particular destination or subnet, it checks its 
route table for an entry for the destination. All 
mobile nodes that receive the RREQ checks its 
routing table to find out that if it is the 
destination node or if it has fresh route to the 
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destination then it unicast route reply (RREP) 
which is routed back on a temporary reverse 
route generated by RREQ from source node, 
or else it re-broadcast RREQ. 
 
3.0  METHODOLOGY 
 
3.1 Simulation Environment 
To evaluate the performances of the two 
routing protocols, a parallel discrete event-
driven simulator, Global Mobile Simulator 
(GloMoSim) (5), was used.  Our simulation 
experiments were executed on a Compaq 
Presario CQ60 Notebook PC (Personal 
Computer) with a Pentium IV processor@ 
2.16 MHz with 2GB RAM (Random Access 
Memory). 
 
3.1.1 GloMoSim  
GloMoSim (5) is developed at UCLA 
(California, USA). It is widely used as 
wireless network simulator. GloMoSim is 
written in Parsec and hence benefits from the 
latter’s ability to run on shared-memory 
symmetric processor (SMP) computers. New 
protocols and modules for GloMoSim must be 
written in Parsec too. GloMoSim respects the 
OSI standard. 
 
3.2 Simulation Experiments 
To compare the performance of the two 
routing protocols described in the previous 
sections, simulation experiments were 
performed. Five performance metrics were 
used to analyze and compare the two 
protocols.  
 
3.2.1 Performance metrics 
We focused on five performance metrics [6] to 
compare the two routing protocols: packet 
delivery ratio, mean end-to-end delay,  
messaging overhead, Energy consumption and 
Throughput.  The five metrics used in our 
experiments are defined as follows: 

i. Packet Delivery Rate 

It is the number of received packets divided by 
the number of sent packets, computed at the 
application layer. It reflects the routing 
protocol reliability which is a very important 

issue. High values of this metric reflect a good 
reliability, i.e low packet loss. 
 

ii. Consumed Energy 

Because energy resources of devices used in 
MANETs are limited, energy consumption is 
an important issue related to routing protocols. 
A routing protocol is as better as it causes less 
energy consumption compared with others in 
the same conditions. GloMoSim's Energy 
computation is based on NCR Wavelan radio 
model.  

iii. Messaging Overhead 

It is the number of packets generated by the 
routing protocol during the simulation. The 
generation of an important overhead will 
decrease the protocol performance. Although 
control packets are essential to ensure protocol 
functioning, their number should be less as 
possible. 

iv. Mean End to End Delay 

It is the average time separating the data 
packets sent from the source nodes and their 
arrival at the destination nodes, at the 
application layer level. This metric is very 
important to study the quality of service, 
especially in real-time applications. 

v. Throughput 

Throughput refers to how much data can be 
transferred from one location to another in a 
given amount of time. It is used to measure the 
performance of network connections. A high 
throughput value is desirable as it ensures 
maximum delivery of data packets. 
 
3.2.2 Experimental Modeling  
The control parameter that was used in our 
simulation experiments is the nodes’ mobility. 
The five performance metrics were then 
measured for the following three different 
levels of node mobility:  (1) high mobility- 
pause time 30s; (2) medium mobility- pause 
time 120s and (3) low mobility- pause time 
240s.  
 
Traffic load generated by each source node 
was modeled by a constant bit rate data 
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stream, whose transmission rate is defined by 
packet transmission interval for fixed-size 
packets.  In our case one packet was sent 
every 1s. Movement of each node was 
modeled using the random waypoint model. In 
this model, each node remains stationary for 
the duration of its ‘pause time’. At the end of a 
pause time, a node starts moving in a 
randomly selected direction in the network 
terrain at a fixed speed. Once a node reaches 
its new location, it remains stationary during 
its next pause time. At the end of the new 
pause time, a node again starts moving in 
another randomly selected direction in the 
network. This movement process is continued 
during a simulation experiment. 
 
The network terrain size was fixed for 2000m 
x 2000m. The radio signal transmission range 
was fixed at 175m (radius of 175m). The 
transmission bandwidth of each link was fixed 
at 2Mbps and the simulation time was 900s for 
all the experiments. In every experiment, there 
were 30 randomly selected pairs of sender and 
receiver nodes. Data packet size was fixed at 
512 bytes. The above parameters were used 
for both of our simulation experiments. 
 
4.  SIMULATION RESULTS AND 

DISCUSSION 
The data obtained from the simulations is as 
contained in Table 1 and Table 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4.1 Packet Delivery Ratio 
In Figure 1, we see that the AODV has a 
higher PDR compared to WRP in all mobility 
speeds. The reason for this is that AODV 
being a reactive protocol reacts more quickly 
to link failures by each node sending an error 
packet to all its active neighbors as soon as it 
detects a link failure thus avoiding excessive 
packet losses. On the other hand WRP being a 
proactive protocol sends packets before 
routing tables converge to a stable state, which 
leads nodes to take failed routes supposed to 
be valid and thus suffer from increased packet 
losses. 
 
For both protocols, PDR decrease when the 
mobility increases.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.2 Mean End-to-End Delay 
 
Looking at Figure 2, we remark that WRP has 
low End –to- End delay compared to the 
AODV protocol.  
This is because WRP being proactive 
construct and maintain routing tables 
permanently, which eliminates the route 
discovery time as opposed to AODV which 
constructs routes on demand. In both 
protocols, the delay is not significantly 
affected by mobility 
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Figure 1 : Packet Delivery Ratio versus nodes’ 

mobility 

Table 1: WRP Simulation Data 
Nodes 
mobility 

Energy 
(mwHr) 

Control 
Packets 

Throug
hput  

Delay (s) PDR (%) 

High  225.16 912.3 1530.1
25 

0.0057 34.61 

Medium  225.15 831.73 2519 0.0047 50.14 
Low  225.14 797.9 2532.3 0.0054 46.0 
 

Table 2: AODV Simulation Data 
Nodes 
mobility 

Energy 
(mwHr) 

Control 
Packets 

Throug
hput  

Delay (s) PDR (%) 

High  225.023 38.7 1771.1
25 

0.0356 54.20 

Medium  225.015 20 2383.8 0.0339 78.21 
Low  225.01 14.67 2664.3 0.032 77.05 
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4.3 Messaging overhead 
We can see on Figure 3 that WRP generates 
the most overhead of the two protocols by a 
factor of 80. This is because WRP being 
proactive generates periodic messages 
whereas AODV do not generate overhead 
unless there is a need for a route or when a 
route is failed. 
 
The messaging overhead in both protocols 
increases slightly with increase in mobility. 
This is because mobility rise implies route 
failure rise, which causes the generation of 
more error and route discovery packets. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.4 Energy Consumption 
We remark that consumed energy plots 
(Figure 4), shows that WRP consumes more 
energy than AODV. The reactive protocols 

consume less energy than the proactive ones, 
because these latter, generally, generate more 
overhead. Moreover, the sizes of the proactive 
control packets are longer than those of 
reactive ones. 

 
4.5 Throughput 
It can be seen from Figure 5 that the 
throughput of both protocols is heavily 
adversely affected by mobility. This because 
mobility increases the chances of link failures, 
which in turn decreases the throughput.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5. CONCLUSION 
 
In this paper, we have conducted a GloMoSim 
based simulation study, to investigate the 
mobility effects on the performance of two 
MANETs' routing protocols; A reactive 
(AODV), and a proactive (WRP). This study 
is performed by measuring different 
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Figure 2: Mean End-to-End Delay versus nodes’ 
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Figure 3: Messaging Overhead versus nodes’ 

mobility 
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Figure 4: Consumed Energy versus nodes’ 

mobility 
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Figure 5: Throughput versus nodes’ mobility 
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quantitative metrics at different mobility 
levels.  
We realize from this study that the mobility, 
which characterizes MANETs, has negative 
effects on routing protocols. It causes more 
energy consumption, more latency, more 
packet loss, and more congestion (due to the 
increasing overhead). The results obtained 
also show that the reactive protocols are more 
adaptive to MANETs than the proactive 
protocols. Performances of the proactive 
protocols go down when the topological 
change occurs in the network. They generate a 
great number of routing overhead, resulting in 
an important power consumption, which is 
unacceptable for mobile unities supplied by 
batteries. They also cause an important 
packets loss. However, the proactive protocols 
have low latency, since they need no route 
discovery phase. But this has no significant 
importance when the mobility appears, 
because in this case proactive protocols cause 
an important data packets loss, these packets 
are not considered when computing delays. 
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Abstract—There is continued growing demand for alternative energy resources worldwide. One of the emerging   
energy alternatives being explored is Biodiesel.  Biodiesel has been produced from varieties of plant and animal 
resources. However   most of its targets have been for use as fuel for engines with little consideration for domestic 
purposes. This work has examined the use of biodiesel for domestic use such as cooking. Three grades of biodiesel were 
produced by mixing ethanol with vegetable oil, diesel or kerosene. The fuel was then tested with a constructed cooking 
stove. Biodiesel with diesel blend was found not suitable for use in domestic cooking while the blend with either 
vegetable oil or kerosene was suitable. However, only the kerosene blend gave satisfactory performance for both pressure 
stove and wool stove.  Wool stove also had higher efficiency of 64% as compared with the pressure stove of 60%. The 
work thus established that a blend of kerosene with ethanol can be used for domestic cooking without incurring any 
hazards. Equally it is established that biodiesel will perform creditably better with a wool stove. 
 
Keywords:  Energy resources, Renewable, Biodiesel, domestic use 
 
INTRODUCTION 
The continual search for alternative energy resource 
has been on the increase. One of the now considered 
viable alternatives is Biodiesel. At present Biodiesel 
is an alternative fuel for diesel engines that is 
gaining attention in the United States after reaching 
a considerable level of success in Europe (see 
Figures 1 and 2). Its primary advantages are that it is 
one of the most renewable fuels currently available 
and it is also non-toxic and biodegradable 
(Gerpen et al, 2004) 
 

 
Figure1: EU and Member State Biodiesel Production 

(in metric tonnes) 
Source: European Biodiesel Board, 2009 

* Total EU27 biodiesel production for 2008 was over 7.7 million 

metric tonnes, an increase of 35.7% from the 2007 figures. 

  

Research on biodiesel has focused on three main 
areas namely: production source, production 
techniques and productions costs. These three are   
being pursued in making biodiesel a viable 
alternative to existing/ upcoming energy sources.  It 
is envisaged that by 2030 the production cost would 
have been reasonably low (see Figure 3).  

 

 
Figure 2: Biodiesel Production: Europe and other Nations. 
Source: IEA Energy Technology Essential-  Biofuel Production, ETR 02 

2007 

 

Biodiesel is typically made from plant oils combined 
with alcohol to form esters. The esters can be burned 
as a fuel. In addition to vegetable oils from 
soybeans, rapeseed, or palm oil, biodiesel can also 
be made from used cooking oil, animal fats, or oils 
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produced by certain types of microalgae.(Encarta 
Premium 2009). Considerable efforts have been 
made to produce biodiesel from many plant sources 
(Figure 3). The use of jatropha curcas was 
considered by Tomomatsu and Swallow (2007). The 
study largely rules out jatropha as a plantation type 
of crop under current economic conditions, the 
opportunity for smallholder farmers in value chain 
development were discussed. The use of High Iodine 
Number Candlenut Oil in Biodiesel production was 
reported by Sulistyo et al (2008). The biodiesel 
obtained had properties similar to those of diesel oil, 
except for the viscosity that was higher.  
 

 
Figure 3: Current and Projected Cost of Biofuel compared with 
Conventional Wholesale Gasoline 
Source: IEA Energy Technology Essential- Biofuel Production ETR 02, 
2007 

 

With increased attention being paid to its production, 
improved production processes were being 
investigated. Gerpen (2010) emphasis on the need 
for proper production process as this affects the 
quality and suitability for use as fuel for engine. 
Dhar and Khitania(2009) suggested techniques for 
recovering excess methanol in biodiesel production. 
The production of biodiesel from low cost raw 
materials received lot of attention. Abiney et. al. 
(2008) investigated the use of tin (II) chloride 
dehydrate as a catalyst on the ethanolysis of oleic 
acid, which is the major component of several fat 
and vegetable oils feedstock. Tin chloride efficiently 
promoted the conversion of oleic acid into ethyl 
oleate in ethanol solution and in soybean oil 
samples, under mild reaction conditions. The SnCl2 
catalyst was shown to be as active as the mineral 
acid H2SO4. Its use has relevant advantages in 
comparison to mineral acids catalysts, such as less 
corrosion of the reactors and as well as avoiding the 
unnecessary neutralization of products. Kapilakarn 
and Peugtong (2007) in their study found that the 
optimal condition that minimizes the operating cost 
for biodiesel is the ratio of methanol to oil at 6:1 (or 

0.238:1 by wt.), the reaction temperature at 70°C, 
and the reaction time of 20 minutes. In addition, for 
the same production rate, the process with double 
size of the reactor improves the product purity (from 
96.62 % to 98.21 %). For the number of reactors, it 
is found that two half-size reactors give better 
product purity and operating cost than the single 
reactor with the equivalent size 
 
 It should however be noted that efforts so far has 
largely been geared towards production of biodiesel 
for engine use.  This has therefore necessitated this 
present work which is aimed at assessing the 
performance of different grades of biodiesel for 
domestic use. The performance of biodiesel when in 
use for stoves was carried out as this may further 
assist in reducing energy burdens in the rural 
communities.  
 
Materials and Methods 
A cooking stove was first constructed. Thereafter 
different grades of biodiesel were prepared. Various 
tests such as Flammability Test, Combustibility 
Test, Wool Stove Test, Pressure Stove Test, 
Environmental Test Miscibility Test, Mechanical 
Test, and Lubricity  Test were then carried out The 
cooking stove was tested with biodiesel when 
operating normally and when pressurized. 
 
APPARATUS USED IN PRODUCTION 
1)  A cooking stove or a gas burner. 
2) 1 funnel. 
3) 3 plastic bottles. 
4) A thermometer. 
5) NaOH (caustic soda). 
6)  Ethanol. 
7)  Pure vegetable oil. 
8)  Mixing bowl. 
9)  Stirrer. 
10)  Chemical balance scale. 
11)  Kerosene. 
12)  Diesel. 
13)  Spatula. 
14)  4x (250ml) beakers. 
15)  2 conical flasks. 
 
Description of Experiment 
Three different grades of biodiesel mixtures were 
made. Biodiesel grade A consists of a mixture of 
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ethanol and vegetable oil. Biodiesel grade B consists 
of a mixture of ethanol and diesel while Biodiesel 
grade C consists of a mixture of ethanol and 
kerosene. The methods of preparation of each grade 
are presented below 
 
METHOD OF PREPARATION OF BIODIESEL 
GRADE A 
 All apparatus was clean, washed and dried 
 200ml of pure vegetable oil was measured into a 

beaker and placed in a pot containing water. The 
oil in the beaker was heated to a temperature of 
about 55�C, using a burner or a gas stove. 

 1000ml of pure ethanol was measured and 
poured into a stirring bowl. 

 3.5g of NaOH (Caustic soda) was added to 
ethanol and stir continuously until the 
CAUSTIC SODA crystals dissolve completely 
inside the ethanol. 

 After reaching the desired temperature the hot 
vegetable oil was poured into a stirring bowl and 
stir continuously. The stirring was continued for 
about 30 min, until the mixture becomes lighter 
than the original oil. 

 The mixture was subsequently left to settle for 
24hrs in a tall vessel. By then the biodiesel 
floated to the top and a whitish precipitate of 
glycerin is formed at the bottom was filtered out 
as by product which can be used for production 
of quality soap 

  
METHOD OF PREPARING BIODIESEL 
GRADE B and GRADE C 
The same procedure for production of grade A was 
adopted. However the ratio of ethanol to diesel was 
2:1(grade B) and ethanol to kerosene was also 
2:1(grade C). 
 
RESULTS AND DISCUSSION 
 
(a) Effect and Observation of Biodiesel Grades on 

Pressurized Cooking Stove. 

Biodiesel grade A 
When Biodiesel grade A was poured inside the tank 
of the pressurized stove and pumped at a pressure of 
2.5kg/cm²(35pounds /sq in), the air inside the tank 
diffuses partially inside the biodiesel and due to the 
effect of pressure it flows through its stem and up to 
the hole in the burner nipple. When the biodiesel is 

ignited on the spirit cup, the flame rises and heats up 
the remaining biodiesel coming from the burner 
nipple. The heating effect then produces a flame. 
After some minutes of burning; the flame 
extinguishes itself due to the formation of saturated 
oil which is produced at the hole of the burner 
nipple. 
Biodiesel grade B 
For this grade, the combustion was very excessive 
and could not be used for the cooking stove. 
However this grade made can be used on diesel 
engines and generators. 
Biodiesel grade C 
When biodiesel grade C is poured inside the tank of 
the pressurized stove and pumped at a pressure of 
2.5kg/cm²(35 pounds /Sq in),the air inside the tank 
diffuses partially inside the biodiesel and due to the 
effect of pressure it flows through the stem and up to 
the hole in the burner nipple. When the biodiesel is 
ignited in the spirit cup, the flame rises and heats up 
the remaining biodiesel coming from the burner 
nipple. The heating effect then produces a flame. 
After some minutes the flame rises from the hole of 
the burner nipple and it is sustained due to the 
exerted pressure already in the tank. A   summary of 
the observation is presented in Table 1 
 
Table 1: Comparison of the Grades of Biodiesel on Stoves 
Grades Effect on Pressure 

Stove 
Effect On  Wool Stove 

A Poor Not Suitable. Fair Performance. 

B Not Usable. Not Usable. 

C Can Be Used. Can Be Used. 

 
(b) Results of Test on Biodiesel 
The results of tests carried out on the three grades of 
biodiesel produced are summarized in Table 2 

Comparison Burn Time of Pressure Stove and 
Wool on Stove 
 Since the kerosene blend biodiesel was found most 
suitable for use, the performance of the biodiesel for 
both pressure stove and wool on stove was 
compared. This was carried out by comparing the 
time taken for each stove to evaporate completely 
25cl of water using the biodiesel as against the time 
taken using kerosene. The efficiencies are thus 
calculated as below.  
 



ENGINEERING RESEARCH AND INNOVATION AS FUNDAMENTAL REQUIREMENTS FOR INDUSTRIALIZATION 

46 | P a g e  
 

 
EFFICIENCY OF PRESSURE STOVE  

=  Burn time of 25cl biodiesel used 
 Burn time of  25cl kerosene used  

 
 =  (45mins/75mins) = 0.60 = 60% 

                                                               (7) 
EFFICIENCY OF WOOL STOVE 
  = Burn time of biodiesel used/25cl vol 
   Burn time of kerosene used/25cl vol 
 
   = (48 mins/75mins)  = 0.64 = 64% 

(8) 
The wool stove thus gave better performance than 
the pressure stove using kerosene blend biodiesel. 
 
Table 2: Tests On Various Grades   Of Biodiesel 

 
CONCLUSION AND RECOMMENDATION 
 
This study has established the viability of biodiesel 
for domestic use. The analysis showed that a 
biodiesel formed from a blend of ethanol and 
kerosene performed excellently well for both 
pressure stove and wool stove and is thus 
recommended for use. Equally since wool stove 
gave better performance, it is thus recommended that 
the biodiesel be used with wool stove. 
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Property 
 
Grades 

Flammability Volatility Colour of 
Liquid 

Viscosity Colour of 
ppt after 
Burning. 

A Partially 
flammable 

Not 
volatile 

Light 
Yellow 

Highly 
viscous 

Light 
brown 

B Extremely 
Flammable 

Volatile Dark 
brown 

Partially 
viscous 

Black 

C Highly 
Flammable 

Volatile Off White Partially 
Viscous 

Dark White 
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Abstract—The most challenging problems that distribution utilities are facing are energy losses. At present we are able 
to find that energy theft is happening somewhere, but the particular location at which it happens is unknown. This paper 
finds out the particular area and transformer where the energy theft happens and immediately traces the place and 
transformer number will be transferred to the nearby EB station through SMS by using C programmed language for 
monitoring the authorized and total load current and to check whether the total load current is greater than the authorized 
load current. If it is greater then immediately message would be sent to the specified number indicating the area where 
the energy theft happens. It gives a remedy for detecting the particular area in which energy theft happens so that we 
could find out the person engaged in it. Therefore we could reduce the commercial losses. It is to identify energy theft, 
Electrification network and tampered meters. It is based on a central observer meter that is responsible for metering the 
overall energy of a group of consumers. When a power theft happens at any distribution transformer immediately the 
location will be transferred to nearby Electricity Board station. The Electricity Board station will immediately send the 
person to that location and find the people. The data transfer is through GSM Technology.  
 
Keywords: Power theft, GSM, Millennium development goal, Energy losses, Sustainable development. 

 

I. INTRODUCTION 

Loss of distribution utilities are defined as the 
net result of the difference between the generated 
or purchased energy and the energy effectively 
billed. Basically there are two types of losses 
namely Technical loss and Commercial loss. 
Technical losses are related to non idealities of 
electric equipment such as transformers, 
transmission lines and other equipments 
associated with distribution. These losses can be 
reduced by replacing old equipment by new 
efficient one and designing efficient distribution 
networks. Commercial losses are due to theft of 
energy. These losses can be reduced by reducing 
the energy theft. This paper gives a remedy for 
detecting the particular area in which energy 
theft happens so that we could find out the 
person engaged in it. Therefore we could reduce 
the commercial losses. 
 
In Brazil, one of the most challenging problems 
that distribution utilities are facing is energy 
losses [l] [2]. Losses of distribution utilities are 
defined as the net result of the difference 

between the generated and or purchased energy 
and the energy effectively billed. They can be 
arranged in two types: technical and 
commercial losses. Technical losses are related 
to non idealities of electric equipment: 
transformers, transmission lines and other 
equipment have, for instance, ohm losses and 
even the meters are not lossless. In order to 
reduce technical losses, several actions can be 
carried out by the utility: replacing old 
equipment by more efficient equipment, 
designing and building more efficient 
distribution networks, etc. 
 
Commercial losses are the net difference 
between the energy effectively supplied by the 
distribution utility and the effectively billed 
energy of the consumers. Theft of energy and 
meters that don’t work properly are one of the 
major causes of commercial losses. Also, 
problems in the billing system may cause 
commercial losses to the distribution utility. 
Checking the billing procedures of the utility can 
be the first step to reduce commercial losses. To 
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do that, the consumer database must be always 
updated, reflecting any change verified in the 
field with the smallest time delay. This database 
is important not only for auditing the billing. It is 
crucial for discovering energy frauds, as it 
maintains key  information such as the class of 
the consumers (residential, commercial, 
industrial, etc.), the address, technical aspects of 
the metering  installation (for example, number 
of phases), the distribution transformer to which 
the consumer is connected, etc.  

 
Another way to reduce the utility’s commercial 
losses is to enhance the observability of the 
consumers. A possible action can be regularly 
visiting the consumers’ metering installations to 
check them in order to find out any problem. 
This should be done by specialized and well-
trained teams. However, these visits are 
expensive if carried out for the whole set of 
consumers of the utility. Because of that, utilities  

 

 

Figure 1:. Block Diagram of Power Theft Identifier using GSM Technology 

usually adopt a statistical approach to select the 
consumers [3] to be inspected and, consequently, 
they don’t find out the existing problems of all 
installations. One possible alternative, reported 
in the literature [4], is substituting the 
conventional electromechanical meters for 

electronic ones, with anti-tampering 
characteristics. Singhal, discusses revenue 
protection features brought by electronic 
measurement.  
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The drawback of these arrangements is that it is 
necessary to change from the conventional 
metering to the electronic metering in all the 
installations. Improving the observability can be 
done by installing observer meters outside the 
metering installations, normally out of the 
residence of the consumers. At first, an observer 
meter is necessary for each consumer. A possible 
approach to overcome commercial losses in this 
sense should be the centralized system depicted 
in [1].  
 
In this scheme, there isn’t any metering inside 
the consumer’s premises and, besides, all the 
meters of a particular neighborhood should be 
accommodated in the same case. The 
observability of metering would be improved, as 
the metering could be viewed by everyone. 
Besides, energy bypasses would be easily 
discovered. This arrangement also includes a 
central observer meter, installed next to the 
distribution transformer. By comparing the 
register of this observer meter with the sum of 
the registers of all meters connected to the 
transformer, any problem can be found out 
straightforwardly. 
 
Nevertheless, the difference between the 
observer meter and all the consumers’ meters is 
not enough to point out which consumer has 
problems in his installation at a first glance. The 
investigation of metering faults by analysis of the 
metering readings have already been reported in 
the literature [6]. Chambers, R.G. [6] shows a 
systematic procedure with the purpose of 
discovering discrepancies between main meters 

and another meter readings focused on large 
generators. 

II. GSM DATA CALLS 

Data calls can be made using this modem. Data 
calls can be made to a normal PSTN 
modem/phone line also (even received). Data    
calls are basically made to send/receive data 
streams between two units either PC’s or 
embedded devices. The advantage of Data calls 
over SMS is that both parties are capable of 
sending/receiving data through their terminals. 

III. MEASURING CONCEPTS 

The main concept behind measurement is shown 
in block diagram below. The parameter will be 
measured and then it will be converted to a 
proportional DC voltage. This DC voltage will 
be converted from analog to digital using 
microcontroller PIC 16F877. The digital data 
will be compared and if the total load current is 
greater than the authorized load current an 
interrupt is produced in the GSM modem 
through RS 232 communications. From the GSM 
modem message is transferred to the EB station 
indicating the area of power theft. 
 
A. Central Observer Meter 
This is the basic block diagram of central 
observer meter where we perform the energy 
calculation and transmit data, when power theft 
happens. From transformer the current and 
voltage values are measured and the energy 
calculations are performed. The comparison of 
both distributed amount of power and total 
power used is done here. In case if there is a 
power theft an interrupt is  

 

 

 

  

 

Figure 2. Block Diagram of Measuring Unit 
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B. Parameter Being Measured and calculated 
Parameters being measured are Current, Voltage, 
Total load current, Authorized load current. 

These are the parameters which are not measured 
but calculated from the parameters being 
measured.

Figure 3. Block Diagram of Central Observer Meter 

B. Voltage Measurement Block 
This block is used for voltage measurement. 
There is rectifier been placed for converting the 
available AC to DC. Here we have current 
limiting resistors & a filtering capacitor. The 
supply is given from the potential transformer. 
The output is given to the ADC circuit in the PIC 
controller. The ADC circuit converts the output 
into samples. 

C. Current Measurement Block 
The current measurement block has bridge 
rectifier for converting the available AC to DC. 
The current limiting resistors are added for 
limiting excess current passing on to the 
components. The filter capacitors are used for 
filtering the harmonics in the circuit. The output 
of the current measurement block is given to the 
ADC circuit for conversion of samples. 
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Figure 5. Block Diagram of Voltage & Current Measurements 
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IV. RESULT & DISCUSSION 

This paper finds out the particular area and 
transformer where the energy theft happens 
and immediately the place and transformer 
number will be transferred to the nearby EB 
station through SMS by using C programmed 
language for monitoring the authorized and 
total load current and to check whether the 
total load current is greater than the authorized 
load current. If it is greater then immediately 
message would be sent to the specified 
number indicating the area where the energy 
theft happens. It gives a remedy for detecting 
the particular area in which energy theft 
happens so that we could find out the person 
engaged in it. Therefore we could reduce the 
commercial losses. This project helps us in 
reducing the energy theft and also finding out 
the tampered meters. Here the data transfer is 
made possible through GSM technology. The 
algorithms developed here associate the 
measurements of a group of consumers under 
investigation with a central observer meter, 
registering the total energy of that set of 
consumers. This method is particularly 
inexpensive, as it uses a single observer meter 
for a large number of consumers.  
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Abstract—In this work a hybrid Method-of-Moments/Finite-Difference-Time-Domain (MoM/FDTD) formulation for 
the analysis of a metallic enclosure with an aperture is developed. The equivalence principle is used to divide the 
problem into two regions, region 1 and region 2, each of which is treated separately. The induced aperture magnetic 
currents are obtained via a moments method solution of the mixed potential integral equation using the generalized 
network formulation and triangular patch modeling. The computed magnetic current is directly incorporated into FDTD 
formulations as a source to determine the fields in the interior of the enclosure (region 2). The formulations are 
implemented in a computer code and used to analyze a typical problem of a rectangular enclosure with an aperture. The 
results are validated using data available in literature.  

Keywords: Shielding effectiveness, metallic enclosures, method of moments, finite difference time domain, EMI/EMC.  

 

I. INTRODUCTION 

The modern society has witnessed a proliferation of 
high speed electronic devices. The fast current 
transients characterizing the operation of these 
devices cause undesirable electromagnetic emissions 
to be generated. The emissions can interfere with the 
operation of other neighboring electronic devices 
constituting electromagnetic interference (EMI). 
Electromagnetic compatibility (EMC) is an emerging 
technology which seeks to ensure that all electronic 
devices adhere to set standards and regulations 
regarding the levels of EMI. 

Many approaches to limit the level of EMI by a 
device have been developed. One technique 
commonly used is to enclose the device in a metallic 
enclosure. Consequently, electronic devices are 
usually covered in metal coated enclosures for 
EMI/EMC reasons. These enclosures normally have 
various apertures for ventilation, cabling, displays 
among other reasons. The apertures adversely affect 
the ability of the enclosure to provide the required 
electromagnetic shielding. It is for this reason that 
EMI/EMC analysis has taken a prominent role in 
electronic system design. 

An important parameter in enclosure studies is 
shielding effectiveness (SE). SE of an enclosure may 
be defined as the ratio of the electromagnetic energy 
level due to a source at a point without the enclosure 
to the electromagnetic energy at the same point with 

the enclosure. In terms of the electric field, SE may 
be expressed as 

0 0
SE 20log 20log

⎛ ⎞ ⎛ ⎞
= − = −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠

E
E

E
E

 (1) 

where = EE is the magnitude of the electric field at 
point P with the enclosure and 0 0= EE is the 
magnitude of the electric field at the same point 
without the enclosure. 

SE of an enclosure can be estimated analytically, 
numerically or experimentally. Analytical methods 
include transmission line analogy [2] and circuit 
theory [3]. Analytical techniques demand that 
considerable simplification of the problem be made 
so that existing closed mathematical formulae can be 
applied. This simplicity is achieved at the expense of 
accuracy of final solution. These techniques are 
therefore only applicable to problems with simple 
geometries. Experimental methods, while potentially 
the most reliable, can be expensive and time 
consuming even for simple problems. Numerical 
methods provide a convenient way of determining the 
SE of an enclosure where experimental work can be 
time consuming and/or analytical expressions become 
too complicated. This is because most of the 
computational work involved can be carried out by a 
computer. The full wave analysis of Maxwell’s 
equations characterizing numerical techniques also 
ensure that the solution can be carried to any desired 
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order of accuracy depending on the available 
computational resources.  

An excellent survey of numerical methods commonly 
used is given in [4]. These techniques include Finite 
Difference Time Domain (FDTD), Method of 
Moments (MoM), Finite Element Method (FEM) and 
Transmission Line Matrix (TLM). The merits and 
demerits of each technique are discussed in literature.  

The choice of numerical technique to use generally 
depends on the geometry of the problem and the 
accuracy of desired solution. Some problems may 
have complex geometries with inhomogeneities so 
that application of one numerical method is not 
computationally feasible. In such cases, the 
equivalence principle [5] is used to sub-divide the 
problem into various smaller problem segments. Each 
problem segment is solved independently using the 
most suitable technique. The final solution to the 
entire problem is a cascaded combination of the 
solutions to the various problem segments. Such 
solution techniques are termed hybrid or mixed. 
Some hybrid solutions to EMI/EMC problems are 
reported in [6-8]. 

 

II. GEOMETRY OF THE PROBLEM 

Figure 1 shows a typical rectangular metallic 
enclosure with dimensions × ×l w h  and one 
rectangular aperture on its left end face. The 
enclosure is illuminated by a z polarized incident 
plane wave. The enclosure walls are assumed to be 
made of PEC material. This means that the 
penetration of the fields inside and outside the 
enclosure is only through the aperture. The main goal 
is to determine the shielding effectiveness of the 
enclosure using equation (1). 

W

L

H

x

z
y

 
Figure 1: Geometry of the problem 

 

 

 

III. FORMULATION OF THE PROBLEM 

Determination of Equivalent Aperture Magnetic 
Currents 

The original problem in figure 1 can be separated into 
two regions, region 1 and region 2 as shown in figure 
2. The fields in region 1 are a superposition of the 
incident fields iH  and the fields due to equivalent 
surface magnetic currents 12M over the aperture 
region radiating into free space. The field in region 2 
is only due to the equivalent surface magnetic current 

12− M over the aperture region. The total magnetic 
field in region 1 is 

( )1 1 12= +tot t t
iH H M H    (2) 

where 1
totH the total magnetic field in region 1 while 

1 1( )tH M and ,t
iH is the tangential magnetic field due to 

magnetic current and tangential incident magnetic 
field respectively. In region 2,  

( )2 2 12= −tot tH H M    (3)   

where 2
totH and 2 1( )tH M are the total tangential 

magnetic field and tangential magnetic field due to 
magnetic current in region 2 respectively. To 

 
Figure 2: Equivalent problem for the interior and exterior regions 

ensure that the electric field is continuous through the 
aperture, equation (3) and (4) must be equal i.e. 

( )1
1 2 12 2 ( )+ = −t t

t iH M H H M   (4) 

Equation (4) is an operator equation which can be 
solved using the method of moments. The solution is 
based on the generalized network formulation for 
aperture problems as discussed in [5, 9]. The 
unknown magnetic currents are first expanded to 
obtain 

1 =∑ n n
n

V MM     (5)  
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where nV are unknown coefficients to be determined 
and nM is a suitable expansion (basis) function. By 
choosing an inner product of the form 

, ′〈 〉 = ⋅∫∫
aperture

dSA B A B    (6) 

where ′S is the area of the aperture, and testing 
function mW , equation (5) can be reduced into a 
matrix equation of the form 

1 2[ ]+ = iY Y V I     (7) 

where 

1 1[ ] 2[ , ( ) ] ×= 〈 〉t
m n N NY W H M    (8) 

is the admittance matrix for region 1. 

2 2[ ] 2[ , ( ) ] ×= 〈 〉t
m n N NY W H M   (9) 

is the admittance matrix for region 2. 

1[ , ] ×= −〈 〉i t
m i NW HI    (10) 

is the matrix containing the incident field and 

1[ ] ×= n NVV     (11) 

is the vector of unknown coefficients (voltage 
vector). Therefore the resultant voltage vector is  

1
1 2[ ]−= + iY YV I     (12) 

This gives the vector of coefficients which can be 
used to determine 1M  according to equation (6). 

Evaluation of Matrix Elements 

Since there are no sources at the boundary between 
the two regions, and assuming time harmonic fields, 
the magnetic potential integral equation for the 
aperture may be written as 

( ) ( )ω φ= − −∇t
i jH F r r    (13) 

where ( )F r and ( )φ r are the electric vector potential 
and magnetic scalar potentials respectively. These 
potentials may be expressed as 

0( ) ( ) ( , )ε ′ ′= ∫∫
S

G dS1F r M r r r    (14) 

1
0 0 0

( ) ( ) ( , )φ
ωε µ ωµ
∇ ⋅ ′ ′= − = ∇ ⋅∫∫

S

j G dS
j

Fr M r r r (15) 

Equation (16) is the Lorenz gauge transformation. If 
we denote the magnetic charge density as ρm the 
magnetic current will be related to its corresponding 

charges density by the equation of continuity which 
may be written as 

1( ) ( )ωρ ′ ′− = ∇⋅mj r M r    (16) 

The scalar potential may then be expressed in terms 
of the magnetic charge density as 

0

1( ) ( ) ( , )φ ρ
µ

′ ′= ∫∫ m

S

G dSr r r r   (17) 

( , )′G r r is the three dimensional Green’s function 
given by  

( , )
4π

′− −

′ =
′−

jkeG
r r

r r
r r

   (18) 

r  and ′r denote the field and source point co-
ordinates respectively. 

We use triangular patch modeling proposed in [10]. 
The aperture region is subdivided into small 
triangular cells each of which is treated separately. A 
pair of triangular faces denoted +

nT and −
nT and having 

an nth edge AB as their common edge are shown in 
the figure 3. The local and global position vectors at 
any point within the triangle are denoted  ρ ±

n  and 
r respectively. Any point within a particular triangle 
may be located with respect to the local co-ordinate 
system or the global co-ordinate system as shown. A 
vector basis function associated with the nth edge is 
defined as [14] 

 

in
2

in
2

0 otherwise

+
+

−
−

⎧
⎪
⎪
⎪⎪= ⎨
⎪
⎪
⎪
⎪⎩

n
n

n

n
n n

n

l
T

A
l

T
A

r

M r   (19) 

where nl is the length of the nth edge and ±
nA is the 

area of the triangle ±
nT . The designation +

nT and −
nT is 

determined by choosing a positive current reference 
direction for the nth edge, which is assumed to be 
from +

nT to −
nT . The associated equivalent magnetic 

charge density for the nth edge is given using (17) as, 
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in

1 in

0 otherwise

ω

ρ
ω ω

+
+

−
−

−⎧
⎪
⎪
⎪ +⎪= ∇ ⋅ = ⎨
⎪
⎪
⎪
⎪⎩

n
n

n

m n
n n n

n

l
T

j A
l

T
j j A

r

M r  (20) 

It is found that ρ m
n is constant in each triangle and the 

total charge associated with +
nT and −

nT is zero.  

For simplicity, we follow Galerkin’s procedure so 
that =m mW M . Implementing equations (14-18) over 
the region in Figure 3 and following the procedure 
described by Konditi and Sinha [11], the integrals 
over ±

mT are approximated by their values at the 
centroids of the triangles to obtain 

( ) ( )
2 22

( ) ( )

ρ ρ
ω

φ φ

+ −
+ −

− +

⎧ ⎫⎡ ⎤
⋅ + ⋅⎪ ⎪⎢ ⎥

= − ⎨ ⎬⎣ ⎦
⎪ ⎪
+ −⎩ ⎭

c c
c cm m

n m n mr
mn m

c c
n m m

j
Y l

F r F r

r r

(21) 

where r
mnY  is an element of the admittance matrix in 

the thr region and 

∫∫
±

′⋅′= ±±

nT
n

crc
mn dsG )(),()( rMrrrF ε (22) 

1( ) ( , ) ( )φ
ωµ ±

± ±− ′ ′= ∇ ⋅∫∫
n

c c
n m nr

T

G ds
j

r r r M r  (23) 

In the above equations, ρ ±c
m are the local position 

vectors of the centroids of ±
mT and 

1 2 3( ) / 3± ± ± ±= + +m m m mr r r r are the position vectors of the 
centroids of ±

mT  with respect to the global co-ordinate 
system. An element of the excitation vector in 
equation (11) may be written as 

( ) ( )
2 2
ρ ρ+ −

+ −⎛ ⎞
= − ⋅ + ⋅⎜ ⎟⎜ ⎟

⎝ ⎠

c c
i i c i cm m
m m t m t mI l H r H r  (24) 

+
nT

+
nρ −

nρ

r

−
nT

A

F

F ′

nl

r

 

Figure 3: Triangle pair associated with the 
thn edge 

 

The evaluation of the integrals in equation (22) 
depends on whether the Kernel of a particular integral 
is bounded or unbounded over the integration 
domain. If the kernel is bounded, numerical 
quadrature is used. For unbounded Kernels, we use a 
procedure proposed in [10]. The evaluation of the 
elements of the excitation vector also follows the 
procedure detailed in [11]. 

 

FDTD Formulations 

Thus far, the induced magnetic currents at the 
aperture by the known incident fields in region 1 have 
been determined using the method of moments. The 
next step is to use these currents to obtain the fields in 
region 2. One approach would be to compute these 
fields using the potentials with these induced aperture 
currents as the source. This approach however has 
three main limitations: Firstly, the Kernels of the 
resultant integral equations are usually difficult to 
integrate. Secondly, such an approach would only be 
applicable to an empty or homogeneously filled 
enclosure and finally, the results obtained only apply 
to a single mode. To overcome these limitations, 
FDTD is proposed for the analysis of the fields in 
region 2. FDTD is based on the direct solution to 
Maxwell’s curl equations given as 

t
µ ∂

∇× = − +
∂
HE M    (25) 

ε ∂∇× = +
∂t
DH J    (26) 
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Figure 4: Three dimensional Yee cell 

The FDTD procedure entails discretization of the 
region through which the field propagates using the 
Yee cell shown in figure 4. The fields can then be 
iteratively determined at specific points in the Yee 
cell using equations (26) and (27) with the spatial and 
temporal derivatives replaced with central finite 
differences. Using the indices , , ,i j k n where = ∆x i x , 
= ∆y j y , = ∆z k z and = ∆t n t , the following system 

of update equations are obtained from (25) and (26), 
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Before implementing (29-34), suitable cell 
dimensions zyx ∆∆∆ ,, need to be established. The 
selected cell size should be able to give a sufficiently 
accurate solution with minimum computation 
resources. Experience has shown that for sufficiently 
accurate results, the cell dimension should at least be 
a tenth of the shortest wavelength (wavelength at 
highest frequency). Also to avoid dispersion errors, 
the smallest cell dimension should at least be a third 
of the highest cell dimension. For example, if x∆ is 
the smallest cell dimension and z∆ is the largest, 

3zx ∆≥∆ . The choice of t∆ is dictated by the 
Courant stability condition which requires that 

21222 )111(
1

zyxc
t

∆+∆+∆
≤∆  (35) 

The induced aperture magnetic currents are directly 
incorporated into FDTD update equations as sources 
thereby eliminating the need for integral equations 
altogether. Also FDTD is most suited for problems 
involving complex geometries with inhomogeinities 
and is therefore an ideal choice since the enclosure 
must enclose some object in the general EMI/EMC 
problems of practical interest. 
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Since MoM is a frequency domain technique while 
FDTD is in time domain, some form of matching is 
needed for the hybrid model to be realizable. To 
achieve this, the magnitude of the current is directly 
incorporated into the FDTD update equations but its 
phase is interpreted as a time delay [13] 

 

IV. NUMERICAL RESULTS 

The preceding formulations were implemented in a 
computer code. In this section, some results obtained 
using the hybrid MoM/FDTD formulations developed 
are presented. 

 

Validation of Formulation 

To validate the formulations, a rectangular enclosure 
measuring cm12cm30cm30 ×× with a rectangular 
aperture located at the centre of the front wall 
measuring cm3cm20 × as shown in figure 5 below is 
chosen. This choice is dictated by the fact that the 
results for this problem are available in literature.  

Variation of Aperture Width, Length constant 

Shielding effectiveness is computed at the centre of 
the enclosure using the formulation developed. The 
results are compared with those available in reference 
[10] and found to be in agreement as shown in the 
figure 6 below. 

 

 
Figure 5: Enclosure used for validation with a centrally located 

20 3cm× aperture 

 

 
Figure 6: Electric shielding effectiveness at the centre of a 
30cm 30cm 12cm× × rectangular enclosure with a centrally 

located 20cm 3cm×  aperture 

From the figure it is deduced that the first resonance 
frequency is approximately 0.68GHz. Due to the 
presence of the aperture, the first resonance drops to 
about 0.68GHz from 0.707GHz for a completely 
closed enclosure. 

To study the effect of varying the width of the 
aperture with the length kept constant, an enclosure 
with dimensions cm40cm50cm55 ×× is considered. 
An aperture measuring cm2cm20 × is centrally 
located on the front face just like the previous case 
shown in figure 5.  

From the plots, it is seen that no major variation of 
shielding effectiveness occurs for varying aperture 
width. This is in line with the well known fact that SE 
depends on the longest dimension of the aperture and 
not aperture area. 

Variation of Aperture Length/Width Ratio, Area 
Constant 

The enclosure used in the previous study is 
considered. In this case however, the aperture length 
to width ratio is varied but the area of the aperture is 
kept constant at 2cm40 . Like in the previous case, 
the electric shielding effectiveness at the centre of the 
enclosure is computed and the data obtained plotted 
in figure 8. 
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Figure 7: Shielding effectiveness of a rectangular 

55cm 50cm 40cm× × enclosure with a centrally located aperture 
with its length to width ratio varied while area kept constant 

at
240cm  

 
Figure 8: Electric shielding effectiveness at the centre of a 
55cm 50cm 40cm× × rectangular enclosure with a centrally 

located aperture with its length to width ratio varied while area 

kept constant at
240cm  

From the figure, it is observed that the higher the 
length/width ratio the lower the shielding 
effectiveness. This observation only applies for cases 
where wl > . Hence, square apertures are better than 
rectangular apertures provided that the horizontal 
dimension of the aperture is greater than the vertical 
dimension. In all these cases however, the resonant 
frequencies don’t change. 

Shielding Effectiveness Computed at Different 
Positions in the Enclosure 

Shielding effectiveness is computed at different 
locations within the same enclosure considered in the 
previous studies. The locations considered are points 
P located on a central axis perpendicular to the 
20cm 2cm× aperture as shown in Figure 9 

 
Figure 9: Cross-sectional view of enclosure showing various 

positions at which SE is computed. 

We denote the length of the enclosure by enL . 
Shielding effectiveness is computed at 
points 0.25= enP L , 0.5= enP L , and 0.75= enP L and 
results plotted in figure 10. 

From the figure is observed that SE improves as point 
P is moved deeper into the enclosure. This is 
expected since the further P is from the aperture, the 
less the likelihood of external electromagnetic 
interferences. Hence, noisy devices should be situated 
as far as possible from the aperture. 

 
Figure 10: Electric shielding effectiveness at the centre of a 
55cm 50cm 40cm× × rectangular enclosure with a centrally 
located 20cm 3cm× aperture at various positions within the 

enclosure. 
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V. CONCLUSION 

The electric shielding effectiveness of a rectangular 
55cm 50cm 40cm× × enclosure with one rectangular 
aperture on the end face is investigated using a hybrid 
MoM/FDTD formulation. The results obtained agree 
fairly well with the data in open literature. Although 
the study here is limited to one aperture, the 
formulation can be applied to an aperture of any 
shape [11] and to any number of apertures. The use of 
FDTD for the enclosure region makes it possible to 
introduce inhomogeneities in the interior of the 
enclosure without generating additional numerical 
difficulties. Also the need for an absorbing boundary 
condition is eliminated since the computational 
domain is terminated in a perfect electric conductor 
(PEC) material. 
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Abstract—The rapid growth of the telecommunication industry has brought with increasing competition of providers 
with customers increasingly focusing on service quality. The result is an emerging demand for service level guarantees 
from most corporate customers. Network operations teams are facing challenges in achieving end to end service 
assurance since the bulky of Service Level Agreements(SLA) are manually managed collecting data from a number of 
sources which is a labor intensive, time consuming process and highly prone to human error. Therefore need for 
researchers to move from reactive management and historical SLA reporting to truly proactive service assurance, in 
which they monitor, detect, and resolve problems in applications before customer service is impacted. This paper 
presents the results for real-time automated SLA reports for corporate customers to meet End to End service assurance. 
This will help to avoid discrepancy between customers and service providers with respect to the service levels defined; in 
the contract i.e. service level availability (SLA).  
 
Keywords: SLA- Service level availability, MTBF-Mean Time between Failures, TMM -Total Monthly Minutes, MTTR - 

Mean Time to Restore. 
 
 I INTRODUCTION 
The mobile telephone service provider (MTSP) 
in Kenya is estimated over 20 million 
subscribers shared among four network services. 
With increasing competition in the industry, the 
four have in various occasion restored to price 
cuts and promotions to keep or acquire new 
customers into their network. However 
customers are no longer interested in price wars 
by service providers but on quality services [2]. 
Service Level Agreements (SLA) is signed 
between two parties for satisfying clients, 
managing expectations, regulating resources and 
controlling costs. In order to be competitive in 
the markets of today, a common way of 
improving the quality of service is automation 
of corporate SLA reports [1] that have been 
manually managed.SLA are fundamental to 
contract between providers and customers. The 
measurement of the actual performance against 
these targets forms the basis for controlling and 
improving the quality of the service throughout 
the life of the Agreement. In the event that 
provider fails to meet the Service Levels and 
subject to the conditions specified in this SLA, 
provider will be subjected to the Penalties.  
The SLA records a common understanding 
about services, priorities, responsibilities, 

guarantees, and warranties. Service providers 
lack automated systems and methods for 
determining whether the actual level service 
provided to a consumer of the service 
corresponds to the contractual SLA 
commitment. If a consumer of a service alleges 
that the actual level of service has failed to meet 
the contractual SLA commitment, the service 
provider may need to complete an audit of 
various records to determine the validity of the 
complaint. Such an audit may be an onerous 
process conducted manually by service provider 
personnel.  
 
Additionally, the records available to a service 
provider may lack the service level 
measurements necessary to conduct an audit. 
Even if records containing service level 
measurements exist it maybe difficult to 
correlate the measurements to the commitment. 
Consumers of the service are unlikely to notify 
the service provider regarding an actual level of 
service that exceeds a contractual SLA 
commitment. Accordingly, service providers 
may not realize when the actual level of service 
exceeds such a contractual commitment [3]. 
Customer service departments of service 
providers may collect data regarding service 
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issues. Such data is commonly referred to as a 
trouble ticket, or simply a ticket, and may be 
stored in a database system utilized by the 
customer service department. Tickets generally 
serve the narrow purpose of facilitating repairs 
related to the service issue identified therein. 
However, an aspect of this facilitation may 
include the recording of certain service level 
measurements in a ticket.  
 
II NETWORK CHALLENGES 
Network operations teams face challenges in 
achieving end to end service assurance [4]. 
Therefore the bulky of SLA are manually 
managed collecting data from a number of 
sources is a labor intensive, time consuming 
process and highly prone to human error. 
Because of the importance of the critical 
business services to their customers, operations 
teams must move from reactive management 
and historical SLA reporting to truly proactive 
service assurance.  
 
III METHODOLOGY  
We make reporting on SLA compliance 
automatic to simplify “end-of” time periods that 
can otherwise be extremely rushed, error-prone. 
Research in the SLA can be performed within 
the following procedures. This is the first step to 
identify the problem on the ground and has been 
cited in the introduction ; For automated SLA 
reporting, first things is to minimize customers 
and technicians involvement on reporting time 
when the fault occurred and fixing problem 
respectively. This minimize Mean Time to 
Repair (MTTR) by finding and fixing problems 
quickly Increase MTBF by preventing problems 
from occurring in the first .Complicating the 
topic of SLAs is the issue of the locations from 
which these measurements are taken.  
In order to ensure that guaranteed SLAs can be 
evaluated and their compliance measured, it is 
necessary that raw measurement data be 
collected about the managed system. The 
instance data collected has to be modeled in the 
high performance database and a data 
warehouse so that service level agreements can 
be monitored on top of the modeled data. The 
high performance database is updated for every 
transaction instance data that is received. This 

system SLA was only consider normal working 
hour from 8.am to 5.am excluding lunch hour.  
On proposed system database for SLA client 
was created defining current link status. Script 
for SLA formulation was developed. Service 
availability will be maintained at the minimum 
levels of 99.9% averaged over a period of one 
(1) month’s service outage occurrence: The 
service availability objective was calculated 
using the following formula:  
 
Availability (A) = ([TMM – MTTR]/TMM) X100% 

(EQ 1) 
where TMM is Total monthly minutes and 
MTTR is mean time to restore.  
.  
IV RESULTS AND DISCUSSION  
Automated corporate weekly SLA report was 
generated by proposed system as shown in table 
1 and table 2 below. Table 1 results show 
availability connectivity per SLA client while 
table 2 shows availability for SLA clients. All 
the outages were stored on database Each Sla 
client was assigned with unique user ID as 
shown in the tables. To generate SLA report 
client is signed up and database is successfully 
created.  
 
Report link for any outages occurring on client 
was built, signal was triggered by clicking the 
mouse and it was automatically stored in the 
database as start time when the outages 
happened on client link.  
 
Repairing outages on client link was conducted 
and to ensure controllability on the system Stall 
and resume signals were triggered .This was 
recorded on the database .Final signal coding 
end time signal was triggered by clicking of 
mouse and automatically stored on database 
showing link was restored. Query was made by 
selecting client availability report option (daily 
weekly and monthly) and report was generated 
automatically. Daily, weekly& monthly MTTR 
was the cumulative total for all outages occurred 
on the link and was stored on database to 
generate report.  
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V CONCLUSION  
The purpose of this research was automating 
corporate service availability and SLA 
reporting. We developed a system for 
automating SLA report. It can be concluded that 
the built system successfully generated weekly 
availability report and our objective for this 
search was meet.  
 
Table 1: Weekly SLA report 

 
 
Table 2: Availability for Sla clients. 
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Abstract—This paper introduces the Support Vector Machine (SVM) and its application to the classification of 
finger motion patterns from EMG (Electromyography). The voltage levels of EMG signals are low and 
susceptible to noise. This makes it difficult to accurately classify EMG signals to ascertain motion patterns. The 
Support Vector Machine has characteristics which are advantageous in reducing the effect of noise. This paper 
examines the effectiveness of the Support Vector Machine in classifying EMG signals for motion estimation. The 
estimates, which proved to be correct over 70% of the time, were applied to the control of a prosthetic arm. 

 
1 INTRODUCTION 
 
The EMG signal is considered to be applicable to 
the control of prosthetic arms and legs. Many 
studies have been done in this area [1], [9], [12]. 
Otto Bock Corporation in Germany manufactures 
a prosthetic hand typical of the ones available 
today [13]. The product is able to perform “Grasp” 
and “Open” but is still expensive and 
inconvenient. Other motions such as the flexing 
and extension of the fingers and wrist would be 
required before the product can see wide usage. 
 
A surface-EMG consists if a set of complex 
signals from many muscle fibers around the 
measuring electrode. This signal is affected by 
many different muscle fibers [2], thus the action of 
an individual muscle is hard to discern. 
Furthermore, the voltage level of an EMG signal is 
very low and susceptible to noise. Nevertheless, 
EMG signals have many advantages. Surface-
EMGs are easily measured by electrodes attached 
to a person’s skin. Moreover, it is possible to 
estimate force from EMG signals. This makes the 
EMG signal an excellent candidate for the control 
of prosthetics. As a first step, this paper aims to 
estimate finger motion pattern from surface-EMG 
signals. 
 
Many aspects of EMG signals and their 
application have been studied [10], [11], [14], 
[15]. Of special interest were finger angle 
estimation by fuzzy methods [6] [7]. These studies 
indicate that pattern recognition or a learning 
algorithm is necessary for motion estimation, 
especially since the EMG signals varies from 
person to person. 
 
In this paper, we introduce the use of a Support 
Vector Machine for pattern recognition in order to 

classify and distinguish finger movements. The 
characteristics of a Support Vector Machine are 
summarized by its generalization and its kernel, 
the proper selection of which allows it to classify 
unseen data. Good performance is expected from 
the Support Vector Machine in this application and 
we intend to investigate the achievable recognition 
rate. If complex motions can be recognized from 
their EMGs, bio-signals may be used in human 
interfaces for such applications as video games 
and rehabilitation equipment in the near future. 
 
2 SUPPORT VECTOR MACHINE 
 
Support Vector Machines (SVMs) are learning 
systems that use a hypothesis space of linear 
functions in a higher dimensional feature space 
[3]. SVMs are designed for pattern classification. 
Accurate classification depends on suitable values 
for the SVM’s generalization and kernel. 
 

Consider an input vector: ( )Tnxx ,,1 L=x , The  
vector: w defines a direction perpendicular to the 
hyperplane, while varying the value of b moves 
the hyperplane parallel to itself. And the 
hyperplane defined by the 
equation 0=+⋅ bxw . We consider the case 

where ( )xf is a linear function of Xx∈ , so that 
it can be written. 
( )

∑
=

+=

+⋅=
n

i
ii bxw

bxwxf

1

 

 
The kernel is a function K  defines by the equation. 
( ) ( ) ( )zxzx φφ ⋅=,K  
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For all Xzx ∈, is a mapping from X  to an inner 
product feature space F . It is a fixed non-linear 
mapping which transforms the data to a feature 
space for classification. The high dimensional 
property of the feature space enhances the 
classification process by the linear learning 
machine. 
 
We use a RBF (radial basis function) kernel which 
has the form 
( ) ( )2exp, zxzx −−= λK  

The generalization of a Support Vector Machine 
refers to its ability to classify data not in its 
training set. It is this generalization ability which 
allows the recognition of un-seen data. Theoretical 
investigations of generalization were done by 
Vapnik and Chervonenkis. Reference [3] provides 
more detail. 
 
3 EXPERIMENT EQUIPMENT 
 
A WEB-9500 Multi Telemeter System by Nihon 
Kohden Industry Corporation is used for EMG 
measurement. The system consists of a wireless 
receiver and transmitter pair. The actual EMG 
signals were measured with Ag/AgCl electrodes 
applied using bio-signal pastes to decrease 
impedance. Figure 1 shows a diagram of the 
measurement system.  
 

 
The Support Vector Machine algorithm was 
implemented using Lib-SVM by Prof. Lin of 
National Taiwan University. It is available at 
http://www.support-vector-
machines.org/SVM_soft.html.  
 
4 EXPERIMENT METHOD  
 
One goal of this paper is to examine whether a 
Support Vector Machine can successfully classify 
finger motion patterns based on EMG signals. 
Four electrodes were attached to obtain data from 
the following muscles: a) the Flexor digitorum 

sperficialis muscle, b) the Flexor digitorum 
profundus muscle, c) the Flexor pollicis longus 
muscle, and d) the Extensor digitorum muscle. 
 
Three male subjects are asked to perform two 
different kinds of motions: individual motion and 
pair motion. In the individual motion, each finger 
was quickly flexed and then extended individually 
twice. And in the pair motion, the thumb and one 
of fingers were simultaneously flexed and then 
extended twice. Thus, one series of the data 
contains ten flexion-and-extensions in the 
individual motion, with eight from pair motion. 
Three series were executed continuously in both 
measurements with short intervals intervening. 
 
During the measurements, four channels of 
surface-EMG signal were recorded with a 2kHz 
sampling rate. A 60Hz ham filter was used to 
avoid AC interference. Finally, averaged rectified 
values (ARV) were calculated from these signals.  
 
The ARV data is processed to generate teaching 
and test data. In order to detect the data area that 
contains actual motion, the peek point in the sum 
of four ARV signals was found. Then, the 
surrounding 200 points of time-series data was 
extracted as the data area so that this peak point 
became the center. From this area, a quaternity of 
ARV data was constructed simultaneously from 
four series of EMG signals. Consequently, 200 4-
dimensional discrete data (we call them one data 
set) was obtained from one series of measurement 
data. 
 
Two sets of discrete data can be prepared for the 
same flexion-and-extension because the subject 
executed such motion twice. Thus, the data set 
from the first motion was used as the teaching data 
while the data set from the second motion as the 
test data. Nine combinations of the teaching and 
test data were possible: (1,1), (1,2), (1,3), (2,1), 
(2,2), (2,3), (3,1), (3,2), (3,3), where (3,2), for 
example, means that the data set in the third 
measurements was used as the teaching data, and 
the data set in the second measurements was used 
as the test data. 
 
4-dimential teaching data were inputted to Lib-
SVM. After the learning, each test data was 
inputted. The Support Vector Machine then 
outputted classification results. The rate of the 
correct classification was investigated. 
 

 

Figure 1 Measurement system 
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5 EXPERIMENT RESULT 
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Figure 2 (b) Test-data of subject 1 from second measurement.
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Figure 2 (a) Teaching-data of subject 1 from first measurement.
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5.1 Individual motion measurements.  
 
Time based plot of the EMG signals from a) 
Flexor digitorum superficialis muscle, b) Flexor 
digitorum profundus muscle, c) Flexor pollicis 
longus muscle, d) Extensor digitorum muscle are 
shown in Figure 2 in this order. In these graphs, 
one flexion-and-extension was included in each 5-
second duration, i.e., all ten motions were 
expressed in these four graphs. 
 
The rate of the correct classification is summarized 
in Table 1. The average goes to 77.5%. 
 
Table 1 Classification result of individual motion 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
5.2 Pair motion measurements. Figure 3 shows 
time-based plot of the EMG signals. The order is 
the same as Figure 2. All eight pair motions were 
included in these four graphs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Subject 1 Test data 
1 

Test data 
2 

Test data 
3 

Teach-data 1 - 66.3% 66.0% 

Teach-data 2 88.1% - 83.0% 

Teach-data 3 92.2% 65.2% - 

Subject 2 Test data 
1 

Test data 
2 

Test data 
3 

Teach-data 1 - 95.3% 62.5% 

Teach-data 2 79.9% - 78.2% 

Teach-data 3 53.5% 49.6% - 

Subject 3 Test data 
1 

Test data 
2 

Test data 
3 

Teach-data 1 - 86.4% 89.1% 

Teach-data 2 83.3% - 96.1% 

Teach-data 3 92.3% 68.1% - 
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Figure 2 (c) Test-data of subject 1 from third measurement. 
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Table 2 shows the classification result. The rate of the correct classification was 87.5% in average. 
 
Table 2 Classification result of pair motion 
 

.Subject 1 
Test data 

1 
Test data 

2 
Test data 

3 
Teach-data 1 - 92.4% 81.4% 

Teach-data 2 97.2% - 80.7% 

Teach-data 3 85.9% 96.8% - 

 
Subject 2 Test data 

1 
Test data 

2 
Test data 

3 
Teach-data 1 - 94.0% 77.5% 

Teach-data 2 69.0% - 82.8% 

Teach-data 3 99.4% 91.8% - 

 
Subject 3 Test data 

1 
Test data 

2 
Test data 

3 
Teach-data 1 - 98.1% 68.8% 

Teach-data 2 92.1% - 93.2% 

Teach-data 3 76.7% 98.7% - 

 
6 CONCLUSION 
 
This paper presents finger motion pattern 
classification from a four-channel EMG 
measurement using a Support Vector Machine. 
Two kind of finger motion are examined: 

individual flexion-and-extension of the finger or 
the thumb, and pair flexion-and-extension of the 
thumb and each finger. In both, the rate of correct 
classification was comparatively high: 77.5% in 
the individual motion and 87.5% in the pair 
classification. However, this is too low for 
commercial use. Some improvements can be 
considered. The effects of electrode position 
should be examined more precisely. Different 
kernels for the Support Vector Machine should be 
tried. Prescreening of the teaching data and 
increasing its quantity may improve performance. 
 
Additionally, variation in EMG data between 
individuals presents a difficult problem. An on-site 
Support Vector Machine may be used to customize 
the system just prior to actual use. With these 
points in mind, we will continue to strive for a 
more reliable system through the use of 
engineering, statistical and medical knowledge. 
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Abstract—Wireless communication channels are generally band-limited and behave like narrow pipes that can not 
accommodate rapid flow of data. At the same time unlike Gaussian channel, the wireless channel suffers from 
attenuation due to destructive addition of multipaths in the propagation media and interference from other users. Severe 
attenuation makes it impossible for the receiver to determine the transmitted signal unless some less-attenuated replica of 
the transmitted signal is provided to the receiver. Deploying multiple transmit and receive antennas improves the spectral 
efficiency and the performance of a wireless systems by increasing the amount of diversity. This paper proposes the use 
of multiple transmit and receive antennas (multiple-input multiple-output (MIMO) channel) which improve the signal 
quality at the receiver by use of multiple antennas at the transmitter and/or the receiver. The final analysis proposes a 
diversity matrix which can be used to optimize wireless communication systems design that achieve high spectral 
efficiency, low bit error rate, and higher throughput. This must also go with transmit/receive units that have acceptable 
physical size, reasonable cost and low current drain. These configurations will enable designers to compare the 
opportunity cost between redesigning the existing systems and adding antenna elements to the most convenient of the 
transmit and/or receive systems in any network. In other words, the new scheme may be a cost effective way to address 
the market demands for quality and efficiency without complete redesign of the existing systems and therefore a 
candidate for the next generation wireless communication systems.   
 
Keywords: Diversity, Multi-antenna systems, multiple-input multiple-output (MIMO), maximum likelihood estimator. Co-
channel interference.   

INTRODUCTION 

Multiple antennas are an important means to 
improve the performance of wireless systems. 
The spectral efficiency of a system with 
multiple transmit and receive antennas is 
much higher than that of the convectional 
single-antenna systems. [4]. Multiple antennas 
are used to increase the amount of diversity or 
the number of degrees of freedom in wireless 
communication systems.  

SIGNAL IMPROVEMENT 

Equalization, diversity, and channel coding are 
the three techniques which can be used 
independently or in tandem to improve 
received signal quality and link performance 
over small scale times and distances. 
Equalization compensates for inter-symbol 
interference (ISI) created by multipath within 
time dispersive channels. Channel coding 
improves the small-scale link performance by 
adding redundant data bits in the transmitted 
message so that if an instantaneous fade 
occurs in the channel, the data may still be 
recovered at the receiver. Diversity technique 

is used to compensate for fading channel 
impairments, and is usually implemented by 
using two or more transmitting and/or 
receiving antennas.   

DIVERSITY 

Diversity is a widely known technique in 
combating channel impairments arising due to 
multipath fading. In diversity several replicas 
of the same information carrying signal are 
received over multiple channels with 
comparable strengths and exhibit independent 
fading. As with an equalizer, diversity 
improves the quality of a wireless 
communications link without altering the 
common air interface, and without increasing 
the transmitted power or bandwidth. [2]. 
Diversity is usually employed to reduce the 
depth and duration of the fades experienced by 
a receiver. Diversity techniques are often 
employed at both the transmitter (Transmit 
Diversity) and/or the receiver (Receive 
Diversity). For a broad class of interference-
dominated wireless systems including mobile, 
personal communications, and wireless LAN 
networks, a significant increase in systems 
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capacity can be achieved by use of multiple 
antennas. Use of diversity is made more 
compelling by decrease in the cost of digital 
signal processing hardware and the advances 
in adaptive signal processing.  
There are different kinds of diversity 
commonly employed in wireless 
communication systems; frequency diversity, 
time or temporal diversity, and space or 
antenna diversity. [1][5]. In temporal 
diversity, channel coding in conjunction with 
time interleaving is used. Thus replicas of the 
transmitted signal are provided at the receiver 
in the form of redundancy in temporal domain. 
Frequency diversity utilizes the fact that 
signals transmitted on different frequencies 
induce different multipath structure in the 
propagation media. Thus replicas of the 
transmitted signals are provided to the receiver 
in the form of redundancy in the frequency 
domain. 
In Antenna diversity, spatially separated or 
differently polarized antennas are used. The 
replicas of the transmitted signal are provided 
to the receiver in the form of redundancy in 
spatial domain. This is provided with no 
penalty in bandwidth efficiency. Space 
Diversity is the most common diversity 
technique and it provides an attractive means 
for improving the performance of wireless 
communication systems. Unlike frequency 
diversity where additional bandwidth may be 
required and time diversity where additional 
time may be required, in space diversity no 
additional bandwidth or transmission time is 
required.  

MULTI-ANTENNA SYSTEMS 

However, situations arise where the designers 
have to contend with diverse limiting factors 
when designing wireless communication 
systems. In some cases the transmit unit may 
be the one remotely located in which case 
current drain may be the main limiting factor 
like in satellite communications and in 
meteorological systems. Therefore, the 
arguments advanced by most papers that only 
receive unit are limited by physical size and 
current drain may not always apply. To 
enhance flexibility in design a matrix 

depicting the performance in terms of spectral 
efficiency, bit error rate and data rates of 
different design setup based on the number of 
transmit and/or receive antennas is 
investigated.  
Multiple antenna systems have been known to 
increase diversity to combat channel fading. 
Each pair of transmit and receive antennas 
provides a signal paths from the transmitter to 
the receiver. By sending signals that carry the 
same information through different paths, 
multiple independently faded replicas of the 
data symbol can be obtained at the receiver 
end; hence more reliable reception is achieved. 
[4]. In a slow Rayleigh fading environment 
with one transmit and n receive antennas, the 
transmitted signal is passed through n 
different paths. If the fading is independent 
across antenna pairs, a maximal diversity gain 
of n can be achieved. [2][3]. The average error 
probability is known to decay by 1/SNRn at 
high SNR in contrast to SNR-1 for the single 
input single output (SISO) system. With 
multiple transmit antennas, m and one receive 
antenna, the underlying idea is still averaging 
over multiple path gains to increase the 
reliability. It has been shown that with m 
transmit antennas and one receive antenna, a 
diversity gain within 0.1dB of that of n receive 
antennas with one transmit antenna can be 
achieved. [8]. 

CAPACITY OF MULTI-ANTENNA 
SYSTEMS 

 In a system with m transmit and n receive 
antennas, assuming the path gains between 
individual antenna pairs are independent and 
identically distributed (i.i.d.) Rayleigh faded, 
the maximal diversity gain is mn which is the 
total number of fading gains that one can 
average over. Foschini [9] has shown that the 
capacity of a channel with m transmits and n 
receive antennas and i.i.d. Raylegh faded gains 
between antennas pair is given by; 

 
 
 

The number of degree of freedom is thus the 
minimum of m and n. Thus if the number of 
receiving antennas equals the number of 

)1(0log),min()( += SNRnmSNRC
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transmitting antennas, the capacity of the 
channel grows approximately linearly with 
this number. Multiple-input multiple-output 
systems can therefore achieve increased 
spectral efficiency over limited bandwidth. 
[10]. 

 A 2×2 MIMO CHANNEL WITH 
MAXIMUM LIKELIHOOD 

EQUALIZATION 

For a 2 transmit 2 receive (2x2)  MIMO 
channel the Maximum Likelihood (ML) 
decoding receiver structures gives the best 
performance than; Zero Forcing (ZF) 
equalization, Minimum Mean Square Error 
(MMSE) equalization, Zero Forcing 
equalization with Successive Interference 
Cancellation (ZF-SIC), ZF-SIC with 
optimal ordering and MIMO with MMSE 
SIC and optimal ordering 
 
Maximum Likelihood (ML) decoding gives a 
better performance than minimum mean 
square error (MMSE) equalization with 
optimally ordered Successive Interference 
Cancellation. We will assume that the channel 
is a flat fading Rayleigh multipath channel and 
the modulation is BPSK. [6]. 

In a 2×2 MIMO channel, probable usage of 
the available 2 transmit antennas can be as 
follows: we consider that we have a 
transmission sequence x1, x, x2, x3, 
………..xn. In normal transmission, we will be 
sending x1 in the first time slot, x2 in the 
second time slot, x3 and so on. However, as 
we now have 2 transmit antennas, we may 
group the symbols into groups of two. In the 
first time slot, send x1 and x2 from the first and 
second antenna. In second time slot, send, x3 
and, x4 from the first and second antenna; 
send, x5 and, x6 in the third time slot and so 
on. We note that as we are grouping two 
symbols and sending them in one time slot, we 
need only n/2 time slots to complete the 
transmission and therefore the data rate is 
doubled.  

 
Figure 1: 2 Transmit 2 Receive MIMO channel 

In the first time slot, the received signal on the 
first receive antenna is, 

y1 = h11x1 + h21x2 + n1 

       

The received signal on the second receive 
antenna is, 

y2 = h12x1 + h22x2 + n2 

        

where y1 and y2 are the received symbol on the 
first and second antenna respectively, h11 is 
the channel from 1st transmit antenna to 1st 
receive antenna, h21 is the channel from 2nd 
transmit antenna to 1st receive antenna, h12 is 
the channel from 1st transmit antenna to 2nd 
receive antenna, h22 is the channel from 2nd 
transmit antenna to 2nd receive antenna, x1 and 
x2 are the transmitted symbols and n1 is the 
noise on 1st receive antennas and n2 is the 
noise on 2nd receive antennas. 

We assume that the receiver knows h11, h12, 
h21 and h22. The receiver also knows y1 and y2. 
The unknowns are x1 and x2. For convenience, 
the above equation can be represented in 
matrix notation as follows: 

 

Equivalently, y = Hx + n 

The assumptions were that that the channel is 
flat fading, in simple terms; it means that the 
multipath channel has only one tap. So, the 
convolution operation reduces to a simple 
multiplication. The channel experienced by 
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each transmit antenna is independent from the 
channel experienced by other transmit 
antennas. For the ith transmit antenna to jth 
receive antenna, each transmitted symbol gets 
multiplied by a randomly varying complex 
number hij. As the channel under consideration 
is a Rayleigh channel, the real and imaginary 
parts of hij are Gaussian distributed having 
mean µhij=0 and variance σ2

hij=1/2. The 
channel experienced between each transmit to 
the receive antenna is independent and 
randomly varying in time. On the receive 
antenna, the noise n has the Gaussian 
probability density function with µ=0 and 
σ2=No/2 and the channel hij is known at the 
receiver. [7]. 

MAXIMUM LIKELIHOOD RECEIVER 

The Maximum Likelihood receiver tries to 
find which minimizes, J =  .  

J =  

Since the modulation is BPSK, the possible 
value of x1 is +1 or -1; similarly x2 also take 
values +1 or -1. So, to find the Maximum 
Likelihood solution, we need to find the 
minimum from the all four combinations of x1 
and x2.   

J+1+1 =  

J+1-1 =  

J-1+1 =  

J-1-1 =  

The estimate of the transmit symbol is chosen 
based on the minimum value from the above 
four values i.e. if the minimum is J+1+1 » [1 1], if 
the minimum is J+1-1 » [1 0], if the minimum is 
J-1+1 » [0 1] and if the minimum is J-1-1 » [0 1]. 

SIMULATION MODEL 

     

Figure 2: BER plot 2×2 MIMO Rayleigh channel with    
Maximum Likelihood equalization 

CONCLUSIONS 

The 2×2 MIMO with Maximum Likelihood 
(ML) equalization achieve a performance 
closely matching the 1 transmit 2 receive 
antenna Maximal Ratio Combining (MRC) 
case. 
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Abstract–Voltage Stability refers to the ability of power system to maintain steady voltage at all buses in the system 
after being subjected to a disturbance from a given initial operating condition. In this paper, the IEEE 30-bus system is 
subjected to different loading and contingency conditions that simulate probable line faults and a load flow study is 
conducted with each configuration of load and contingency. The results are used to train a Counter Propagating Artificial 
Neural Network (CPANN) to classify the buses according to weakness. From the solution for the idealized system, the 
reduced Jacobian is used to determine the impact of the reactive power injection in the form of system voltage 
improvement at optimized capacitor bank locations.  
 
Keywords: Load flow, CP_ANN, Neural Networks, Reduced Jacobian.  
 
I. INTRODUCTION  
The main objectives of LF studies is to determine 
the voltage magnitude and phase angle at all the 
buses, reactive powers and at generator buses, real 
and reactive power flows (line flows) in the 
transmission line and power losses in the system.  
In general, the voltages of the buses within a 
power system are required to remain within a 
particular margin from the specified voltage [1]. 
Most systems have this margin as 4% or 5% of the 
nominal bus voltage. During conditions of 
disturbances e.g. faults, switching or lightning 
surges or load changes, there are fluctuations of 
voltage magnitudes on the buses. If a system is 
able to maintain the bus voltages within these 
margins even during these disturbances, then it can 
be said to be voltage stable.  
 
With the advent of artificial intelligence, in recent 
years, expert systems, pattern recognition, decision 
tree, neural networks and fuzzy logic 
methodologies have been applied to many power 
system problems [2, 3]. CP_ANN systems provide 
a practical approach for implementing a pattern 
mapping task, since learning is fast in this network 
[4]. The effectiveness of the proposed method 
based approach is demonstrated by computation of 
bus voltage magnitudes and angles following 
different single line-outage contingency at 
different loading conditions on IEEE 30-bus 
system. Optimum capacitor bank placement is one 
way of improving the voltage profile of PQ buses 
in the system.  

In this paper, the Newton Raphson method of load 
flow solution is adopted due to the quadratic 
convergence and high accuracy. It consumes 
memory space but with new computation systems, 
memory is of little hindrance. In addition, the 
Jacobian matrix utilized in the solution is essential 
in optimizing the capacitor bank placement by 
deriving the reduced Jacobian matrix.  
 
II. METHODOLOGY  
 
A. POWER FLOW PROBLEM  
The objective of power flow study is to determine 
the voltage and its angle at each bus, real and 
reactive power flow in each line and line losses in 
the power system for specified bus or terminal 
conditions.  
From the nodal current equations, the total current 
entering the ith bus of n bus system is given by 
 

                   ሺ1ሻ  
The power injected into a bus is given by  
 

                                    ሺ2ሻ 
Substituting yields the following equation  
 

 ሺ3ሻ  
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From the above relation, the mathematical 
formulation of the power flow problem results in a 
system of algebraic non linear equations which 
must be solved by iterative techniques. For large 
power systems the Newton-Raphson method is 
found to be more efficient and practical. The 
power flow equations are solved to give  
 

               ሺ4ሻ 
where J1, J2, J3 and J4 are the elements of the 
Jacobian matrix while ∆δ’s and ∆V’s gives the 
correction vector i.e. ∆δ’s for all the PV and PQ 
type buses and ∆V’s for all the PQ type buses, 
which are used to update the earlier estimates of 
δ’s and V’s. Newton-Raphson method requires 
more time per iteration. It provides accurate results 
and is the most reliable AC power flow method. 
 
To get accuracy in power flow solution, the NR 
power flow program has been developed in this 
paper and run to generate several training / testing 
patterns. A total of 100 different training sets each 
from a different loading and contingency 
combination were used with the results being the 
training data for the CP_ANN system.  
 
B. WEAK BUS ID USING CP_ANN  
CP_ANN are very similar to the Kohonen Maps 
and are essentially based on the Kohonen 
approach, but combines characteristics from both 
supervised and unsupervised learning [5]. The 
CP_ANN net is based on a single layer of neurons 
arranged in a two-dimensional plane having a well 
defined topology which means that each neuron 
has a defined number of neurons as nearest 
neighbors, second-nearest neighbor, etc. There is 
an additional output layer with same layout as 
input layer. 

 
Figure 1: CP_ANN Net Layout 

Principle Component Analysis (PCA) is done on 
the result to analyze the various weights the net 
appropriates to different variables. It involves a 
mathematical procedure that transforms a number 
of possibly correlated variables into a smaller 
number of uncorrelated variables called principal 
components. The first principal component 
accounts for as much of the variability in the data 
as possible, and each succeeding component 
accounts for as much of the remaining variability 
as possible. 
 
Weak buses are buses within the system that have 
the lowest voltage magnitude and have the least 
capacity of reactive power during normal 
operation. In case of a large disturbance, the 
voltage at these buses is likely to sag to unfeasible 
levels triggering a voltage collapse. Weak buses 
have previously been identified based on Fuzzy 
Logic [6], Load Flow Equations [7], and using 
power capacity [8].  
 
The variables from the load flow set of solutions 
are fed into the CP_ANN net to classify the buses 
according to weakness. The variables chosen are 
|V|, δ, sub matrix elements 4݅݅ܬ ,1݅݅ܬ and the element 
ܻ݅݅ from the Y-bus for each bus in each solution. 
Based on these data, the CPANN was trained for 
100 epochs to produce the top map. 
 
D. COMPUTING THE REDUCED JACOBIAN  
The technique implements a simple computation 
on the elements of the reduced Jacobian to find the 
suitable bus for capacitor placement as seen in the 
later section. The reduced Jacobian [9] is 
formulated from the Jacobian of the load flow. A 
brief description of the formulation of the reduced 
Jacobian is given before proceeding further.  
 
The load flow equations are given by  
 

                                   ሺ5ሻ 
                                   ሺ6ሻ 

f represents the active power mismatch equation,  
g represents the reactive power mismatch equation. 
 
Equation 7 gives the known matrix model of the 
load flow.  
 

                   (7) 
P and Q are the active and reactive power 
injections,  
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V and θ are the state variable vectors, namely 
voltage magnitude and bus angle, respectively,  
 
∆P is the difference in active power injection,  
∆Q is the difference in reactive power injection,  
 
∆θ is the change in bus angle,  
∆V is the change in bus voltage magnitude,  
 
J1 represents ∂f / ∂θ,  
J2 represents ∂f / ∂V,  
J3 represents ∂g / ∂θ,  
J4 represents ∂g / ∂V.  
 
The reduced Jacobian used in this technique 
assumes that change in active load i.e. ∆P = 0. 
Substituting this in (7), we get  
 

                         (8) 
                        (9)  

Putting ∆θ from (8) in (9), we get  
 

                     (10) 
                                        (11) 
                                       (12)  

where ܴܬ is the reduced Jacobian. The reduced 
Jacobian serves as the tool on which the proposed 
methodology yields the results regarding the 
capacitor location.  
 
E. REDUCED JACOBIAN TECHNIQUE  
The reduced Jacobian ܴܬ gives a relationship 
describing ∆Q in terms of ∆V [9]. The inverse 
describes ∆V in terms of ∆Q. The elements in each 
column of the inverse matrix 1−ܴܬ can be made to 
represent the change in voltage of every load bus 
for a given injection of reactive power into the bus 
corresponding to that column. The concept can be 
explained using a sample matrix like the one in 
(13) which shows 1−ܴܬ as a (3 X 3) matrix.  
 

         (13) 
 represent partial derivatives of 31ܣ and ,21ܣ ,11ܣ
voltages of load buses 1, 2 and 3 of the system 
with respect to reactive power at load bus i,  
 
∆Q represents the vector of change in reactive 
power modeled by a fixed amount of reactive 
power injection,  

 
∆V represents the vector of change in voltage.  
 
This implies that for studying the change in 
voltage ∆V as a result of the reactive power 
injection into load buses separately or individually, 
the corresponding element of ∆Q, say ∆Qi alone 
must be made 1 p.u. and the others 0. Upon 
implementing this, the corresponding column i in 
 directly gives ∆V [9]. Thus one needs to only 1−ܴܬ
study the elements of the particular column i of the 
reduced Jacobian to get the change in voltage as an 
effect of 1 p.u. reactive power injection at that bus 
i.  
 

                                  ሺ14ሻ 

                                   ሺ15ሻ 
                                     ሺ16ሻ 

The sum of the elements of that column i of 1−ܴܬ 
further gives the total improvement of system 
voltage ∆Vtotal i as an effect of the injection at the 
bus i. This is shown in (17).  
 

               ሺ17ሻ 
On comparison of the sums of all individual 
columns of 1−ܴܬ, the bus corresponding to the 
column i which yields maximum ∆Vtotal i is 
determined as the bus required.  
 

 (18) 
corresponding to the matrix given in (13).  
 
busi is not the ݅th bus in the system but the ݅ݐ� 
load bus in the system as the buses involved in the 
analysis are only load buses.  
 
It should be noted that the term ∆Voverall depicts the 
total improvement in system voltage where as the 
individual change in the bus voltage information 
come with the individual elements of 1−ܴܬ.  
 
III. TEST RESULTS.  

A. CP_ANN WEAK BUS CLASSIFICATION  
The IEEE-30 bus system, which is composed of 30 
buses has been used to test the proposed 
methodology. The data for IEEE-30-bus is given 
in the appendix. The Newton Raphson method was 
used to obtain the steady state solution and the 
results provided the variables |V|, δ, sub matrix 
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elements 4݅݅ܬ ,1݅݅ܬ and the element ܻ݅݅ from the Y-
bus for training the CP_ANN net. The resulting 
top map was analyzed using Principle Component 
Analysis (PCA).  

 
Figure 2: IEEE 30-bus CP_ANN top map  

 
The dark neurons represent strong buses while 
lighter shading is an indication of weakness.  

 
Figure 3: PCA Analysis on IEEE top map 

  
The PCA shows that the first axis extracted almost 
3/5th of the variation in the entire data set. In 
addition, ܻ݅݅, 1݅݅ܬ and 4݅݅ܬ are clustered together 
implying that they play a greater role than the 
voltage magnitude and angle in determining the 
strength of a bus, from the variables fed into the 
CP_ANN net for the load flow study.  
 
Further analysis of the top map shows bus 6 to be 
the strongest. An evaluation of that neuron’s 
weight (Figure 4) shows strong values of, ܻ݅݅, 1݅݅ܬ  
and 4݅݅ܬ 
 

 
Figure 4: Neuron Weights for bus 6 

 
This is seen as bus 6 is heavily interconnected and 
thus can be considered voltage stable even though 
its voltage magnitude and angle weights are low. 
It’s also interesting that bus 6 is not loaded and has 
a direct connection with bus 2 which has a 
generator. Next to the neuron with bus 6 is bus 4 
which is also well interconnected, has direct 
connections to generators at bus 2 and bus 1 and is 
thus considered a strong bus. 
 
In contrast, buses 26, 29 and 30 are clustered 
together in one neuron as the weakest buses in the 
system. An evaluation of the neuron weights 
(Figure 5) shows weak weights for, ܻ݅݅, 1݅݅ܬ and 4݅݅ܬ.  

 
Figure 5: Neuron Weights for Buses 26, 29 and 30 

 
These buses are not only far from the generator but 
also very weakly interconnected. This makes them 
particularly susceptible to voltage sags and hence 
their classification as weak buses. 
 
Bus 5 is placed next to these buses and ranks low 
in weakness yet it has synchronous condensers 
connected to it. This is explained by its heavy 
loading that greatly reduces its voltage stability 
margin. 
 
This idea can be extended for 100 different loading 
and contingency arrangements. These were run 
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using the Newton Raphson load flow solution 
method by creating a random line contingency and 
randomizing the loading to within ±50% of the 
nominal loading. The CP_ANN net was trained 
with the 100 epochs and had 49 neurons. The top 
map generated was as in (Figure 6). 
 

 
Figure 6:  IEEE 30-bus CP_ANN top map for 100 LF 

solutions  
The PCA was similar as that for 1 solution as 
shown in Figure 7  

 
Figure 7: PCA Analysis on IEEE top map for 100 LF 

solutions  
Again, the variables ܻ݅݅, 1݅݅ܬ and 4݅݅ܬ are clustered 
together and account for about 4/5th of all the 
variation. They thus carry more weight in 
determining if a bus is weak or strong.  
From the top map, bus 6 is still ranked as the 
strongest bus within the system. The neuron 
weight for bus 6 is (Figure 8) 
 

 
Figure 8: Neuron Weights for bus 6  

 
The voltage magnitude and angle weights improve 
and the other variable weights are still high. Bus 4 
is still clustered near bus 6 as a strong bus. The 
factors for this clustering remain the same even 
with line contingencies within the system namely 
the close proximity to generator buses, light 
loading and many interconnections.  
 
The top map still classifies buses 26, 29 and 30 as 
weak buses. Their neuron weight is shown in 
(Figure 10).  
 

 
Figure:10. Neuron Weights for buses 26, 29 and 30 

 
Their variables for buses 26, 29 and 30have very 
low weights but the weightings for voltage 
magnitude and voltage angle improve. Bus 5 is 
still clustered next to them.  
 
B. OPTIMUM CAPACITOR BANK 

PLACEMENT  
From the ideal IEEE 30-bus system, the reduced 
Jacobian was constructed and the optimum 
capacitor location identified as bus 26 while the 
least effect was at bus 7. An idealized static 
capacitor VAR value of 5MVAR was introduced 
and the load flow solution obtained for both 
locations. The voltage profile for the PQ buses 
showed marked improvement with capacitors at 
bus 26 and little improvement with capacitors at 
bus 7. The voltage profile increased with increase 
in injected VARs (Figure 11).  



PROCEEDINGS OF KSEEE-JSAEM 2010 INTERNATIONAL CONFERENCE 
 

81 
 

 
C. CONCLUSION  
The CP_ANN net was trained with data from load 
flow studies and was able to give a classification 
of buses according to weakness. This shows that 
neural networks can be used to predict bus 
weakness in an online situation and prevent 
voltage collapse. The variables for prediction can 
be increased to give a stringer indication of bus 
strength. For the reduced Jacobian, the improved 

voltage profile for optimized capacitor placement 
shows that optimization may be taken as a tool in 
improving PQ bus voltages in large systems, 
saving costs of widespread VAR injection. 
Optimization spreads the effect of capacitors to 
other buses within the system. This could be 
important for developing countries. 
 
 

 

 
Figure 11: Voltage Profiles for PQ Buses 
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APPENDIX  
 

Table A1: IEEE 30 Bus system Load Bus Data 
 

Bus No Load 
 MW  MVAr  

2 21.7 12.7 
3 2.4 1.2 
4 7.6 1.6 
5 94.2 19 
7 22.8 10.9 
8 30 30 

10 5.8 2 
12 11.2 7.5 
14 6.2 1.6 
15 8.2 2.5 
16 3.5 1.8 
17 9 5.8 
18 3.2 0.9 
19 9.5 3.4 
20 2.2 0.7 
21 17.5 11.2 
23 3.2 1.6 
24 8.7 6.7 
26 3.5 2.3 
29 2.4 0.9 
30 10.6 1.9 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Table A2: IEEE 30 Bus system Line Data 

Bu
s 

No 

Bu
s 

No 

R 
pu 

X 
pu 

B/2 
pu 

Transforme
r tap setting 

1 3 0.0452 0.1852 0.020
4 

1 

2 4 0.057 0.1737 0.018
4 

1 

3 4 0.0132 0.0379 0.004
2 

1 

2 5 0.0472 0.1983 0.020
9 

1 

2 6 0.0581 0.1763 0.018
7 

1 

4 6 0.0119 0.0414 0.004
5 

1 

5 7 0.046 0.116 0.010
2 

1 

6 7 0.0267 0.082 0.008
5 

1 

6 8 0.012 0.042 0.004
5 

1 

6 9 0 0.208 0 0.978 
6 10 0 0.556 0 0.969 
9 11 0 0.208 0 1 
9 10 0 0.11 0 1 
4 12 0 0.256 0 0.932 
12 13 0 0.14 0 1 
12 14 0.1231 0.2559 0 1 
12 15 0.0662 0.1304 0 1 
12 16 0.0945 0.1987 0 1 
15 18 0.1073 0.2185 0 1 
18 19 0.0639 0.1292 0 1 
19 20 0.034 0.068 0 1 
10 20 0.0936 0.209 0 1 
10 17 0.0324 0.0845 0 1 
10 21 0.0348 0.0749 0 1 
10 22 0.0727 0.1499 0 1 
21 22 0.0116 0.0236 0 1 
15 23 0.1 0.202 0 1 
22 24 0.115 0.179 0 1 
23 24 0.132 0.27 0 1 
23 24 0.132 0.27 0 1 
24 25 0.188

5
0.329

2 
0 1 

25 26 0.254
4

0.38 0 1 
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Figure A1: IEEE 30-bus system 
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ANALYSIS OF THE EFFECTS OF CONNECTING WIND FARMS 
TO A DISTRIBUTION NETWORK 
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Department of Electrical Engineering, Tshwane University of Technology, Pretoria, South Africa  
 
 Abstract—South Africa has an energy intensive economy which is highly reliant on fossil fuels, and sees economic 
growth based on energy intensive industries as a key means to development. This paper investigates the impacts of a 
wind farm connected at Harterbeespoort substation in South Africa in terms of voltage stability of the distributed power 
system. Double-Fed Induction Generator and the traditional Induction Generator wind turbines were employed in this 
study. The resulting P-V and Q-V curves from load flow studies are presented and analyzed. All the models for this study 
were implemented in DIgiSILENT PowerFactory.  
 
Keywords: Wind power, distributed power system, voltage control, voltage stability 
 
 I. INTRODUCTION  
The South Africa’s energy sector is a large-
scale industry that bears the full imprint of a 
strong reliance on cheap coal that exists in 
large quantities. For that, South Africa has 
become one of the biggest CO2 emitters in the 
world. The giant energy monopolist ESKOM 
is one of the lowest-cost energy suppliers 
globally. Today it generates more than half of 
all generated power on the African continent 
and has a total installed generating capacity of 
some 42,000MW (Net 36,200 MW, Peak 
34,200 MW) with already new peak capacity 
in demand in the recent past. Of this total 
power production capacity, 93% is coal based 
(10 large plants), 5% nuclear and 2% 
hydroelectric. Small power stations and back-
up gas-turbines represent less than 1% of the 
national output, another 3% is used for own 
consumption by independent power producers. 
It is anticipated that this capacities will be 
outstripped by energy demand by 2011[1].  
 
With the continued reliance on fossil fuels, 
energy crisis and environmental concerns, it 
has become critical to call alternative sources 
of energy into the energy mix. Indeed, South 
Africa has set some target to generate 
10,000GWh from renewable energy sources 
by 2013 – an equivalent to 4% of the 
forecasted power demand by then [2]. Of this, 
close to 70% of the country renewable energy 
needs are anticipated to come from wind. 

Renewable energy can in many ways provide 
the least cost alternative sustainable energy 
supply, particularly when the social and 
environmental costs are considered, with wind 
power having the greatest potential as 
compared to other renewable.  
 
Unlike the conventional power plants, wind 
power introduction into the grid comes with a 
number of technical challenges, quite notably 
the voltage stability. This will always affect 
the operation and security of wind farms and 
the larger power grid. Intermittency nature of 
wind power is still a challenge. Many studies 
have been performed on grid-connected wind 
farms and their associated power quality 
issues. A model to investigate the power 
quality impact during normal operation on 
power system is given in Ref. [3]. The 
performance of a large wind farm connected to 
an external grid is discussed in Ref. [4]. The 
effects of short circuit power capacity at the 
point of common coupling and the reactive 
power compensation on the system stability 
were determined in Ref. [5]. 
 
In this paper, the steady state model of grid-
connected wind farm connected at 
Harterbeespoort substation is studied. The 
steady-state voltage stability analysis is 
conducted. Wind turbines model used in load 
flow calculation is implemented in the power 
system simulation tool DIgSILENT 
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PowerFactory. The P-V and V-Q curves 
obtained from power flow are used in the 
determination of the voltage stability of the 
power system with increased wind power 
penetration levels. For comparison different 
wind turbine technologies are considered.  
 
II. SIMULATION TOOL  
A versatile power systems analysis software 
DIgSILENT PowerFactory is used to develop 
the models and for the entire system 
simulations. It is an integrated tool for power 
system analysis with the functionality to 
perform load flow, RMS and transient 
simulations all in one package.  
 
III. WIND ENERGYBACKGROUND  
The amount of power captured from a wind 
turbine is specific to each turbine and is 
governed by equation 1[6].  

wPT vACP )(
2
1 λβρ=  (1)  

where PT is the turbine power, ρ is the air 
density(Kg/m3), A is the swept turbine 
area(m2), CP is the coefficient of performance 
and is the wind speed(m/s). The coefficient of 
performance of a wind turbine is influenced by 
the tip-speed to wind ratio or TSR given as in 
equation 2.   

wv
rTSR ω

=   (2) 

where ω is the turbine rotational speed(rad/s) 
and is the turbine radius(m). A typical 
relationship indicates that there is one specific 
TSR at which the turbine is most efficient [6]. 
In order to achieve maximum power the TSR 
should be kept at the optimal operating point 
for all wind speeds.  
 
IV. MODEL OF THE WIND FARM  
A. The system configuration  
The two types of wind turbine models based 
on different generator technologies - 
traditional induction generator (IG) and 
doubly fed induction generator (DFIG) with 
identical rated power 5.6MW are used in the 
study. Figure 1, shows a simple configuration 
of the two types of wind turbines.  
 

 
Figure 1: Configuration of DFIG and IG based wind turbines 

and interconnection to the grid 
 

B. Wind Farm Model Description  
The wind farm with up to 80MW maximum 
rated power is connected to the distribution 
grid through an existing 33 kV feeder as 
shown in Figure 1. The very feeder supplies 
the local distribution grid with a load of 
200MVA. A single-line schematic diagram of 
the modelled system is shown in Figure 4. For 
the purpose of the analysis presented by this 
study, the wind farm is modelled as one 
aggregated wind turbine generator. A real 
wind farm of this rating would normally have 
much more number of wind turbines. The 
normalized (per unit) parameters of the 
aggregated model are the same as those of an 
individual generator, save for the rated power 
which is the sum of the whole group of 
generators.  
 

C. Induction generator model  
The mathematical expression for an IG is as 
shown in equation 3 [7]. The steady-state 
equivalent circuit of the induction generator is 
as given in Figure 2.  

qsqsdsdsg iuiuT +=  (3) 

where is the electromechanical torque, and are 
the voltages associated with the direct and 
quadrature axes whileandare the currents 
associated with the direct and quadrature axes. 

 
Figure 2: Steady-state equivalent circuit of induction 

generator 
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The steady-state equivalent circuit of an 
induction generator could be simplified as in 
figure 3. From this figure, we can deduce the 
power expressions as in equation 4.  

eqeq

eq
e XR

RV
P

+
=

2

and 
eqeq

eq
e XR

XV
Q

+
=

2

 (4) 

 

 
Figure 3: Simplified steady-state equivalent circuit of 

induction generator 
 
From equation 4, it is clear that the induction 
generator active and reactive power are 
directly related to the terminal voltage, and the 
slip, of the IG.Vs 
 
V. DESCRIPTION OF THE STUDIED 

SYSTEM  
Using the power system simulation software 
DIgSILENT PowerFactory 13.1 the network 
under study was implemented as shown is 
Figure 4. The studied system is a simulation of 
an actual regional power grid integrating a 
wind farm into its 33kV distribution network 
via a Point of Common Connection (PCC). 
The models for the power system network are 
from the DIgSILENT PowerFactory library 
while their parameters are provided by the 
utility.  

 
Figure 4: Single line diagram of the studied system 

 
VI.  STEADY-STATE VOLTAGE 

STABILITY ANYLYSIS  
Wind farms based on different turbine-
generator technologies would have distinctive 
impacts on the power system voltage stability 

[8]. In this section, the steady-state voltage 
stability limit of wind farms based on different 
wind turbine technologies is assessed. Two 
cases were investigated; wind turbines 
equipped with no-load compensated induction 
generator and wind turbines equipped with 
DFIG controlling the PCC as a PQ bus. The 
simulation results from these two cases are 
compared to determine how the wind power 
integration affects the grid in terms of voltage 
stability.  
 
A. P-V curve analysis of wind farm  
Wind farms based on different types of wind 
turbines are interconnected into the 
distribution grid. When the active power 
output of wind farm is low, the PCC voltage is 
not affected significantly but when wind 
power injection into the PCC increases by a 
large value then the voltage decreases fast. 
The P-V curves of the wind farms as wind 
farm active power output increases are plotted 
in figure 5.  
 

 
Figure 5: P-V curve of wind farm based on IG and DFIG wind 

turbines 
From Figure 5, it can be seen that the steady-
state voltage stability limits of induction 
generator based wind farm with no-load 
compensation is less than 50MW. When more 
real wind power is injected into the PCC than 
this, the voltage will collapse. When the DFIG 
based wind farm with constant power factor 
control that controls the PCC as a PQ bus with 
Q = 0 MW is applied, the steady-state voltage 
stability limits are tremendously increased to 
over 100MW. Even with increased real wind 
power injection into the grid beyond 100MW, 
the voltage stability can still remain within 
acceptable margin.  
 
The voltage stability limits with an induction 
generator based wind farm can be improved 
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significantly by full-load compensation using 
a shunt capacitor [10].  
 
B. Q-V curve analysis of wind farm  
The operational wind farms may have adverse 
effects on the system voltage stability since 
the main factor causing voltage instability is 
the deficiency of reactive power in the system 
[12]. Hence the study of Q-V curves of wind 
farm integrated to the grid is very important.  

 
Figure 6: Q-V curve of wind farm based on IG wind turbines 

 
Figure 7: Q-V curve of wind farm based on DFIG wind 

turbines 
The Q-V curves of different active power 
output of wind farms based on IG and DFIG 
wind turbines are shown in Figures 6 and 7. 
The induction generator based wind farm has a 
reactive power margin of 2MVAr when the 
wind farm’s active power output is 50MW. 
With a DFIG turbine based wind farm, there is 
a 3MVAr reactive power margin when the 
wind farm active power output is 50MW. As 
seen, the acceptable injected real wind power 
increases significantly when a DFIG-based 
wind turbine is used. This is because a DFIG-
based wind turbine can provide the reactive 
power to keep a constant power factor of the 
entire wind farm. Hence a DFIG-based wind 
farms would improve the voltage stability of 
the local network integrating wind power.  

 
VII. CONCLUSIONS  
The main limitation with respect to maximum 
rating and integration of the wind power into 
the grid may be associated with voltage 
stability of the local network. Because of this 
voltage control assessments and reactive 
power compensation are very important to 
consider when planning for development of 
large-scale wind power integration.  
 
In this paper the impacts of wind power 
integration using the two different types of 
wind turbines were investigated and a 
comparison was made. Wind turbines 
equipped with simple induction generator are 
not provided with reactive power regulation 
capability. Voltage stability deterioration is 
mainly due to the large amount of reactive 
power absorbed by the wind turbine 
generators during the continuous operation 
and system contingencies. On the other hand, 
wind turbines equipped with doubly fed 
induction generators (DFIG) are capable of 
reactive power regulation. The adverse affect 
of the wind power on the local network 
voltage stability can be suppressed more with 
DFIG-based wind generators.  
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Abstract—Optimization with a computational fluid dynamics (CFD) simulator has gained attention in various fields 
recently. Optimization is hampered by the increased computing time used by many localized solutions that complicate 
the calculation by needing a vast amount of space for solution generation and distribution. Therefore, researchers hope to 
speed the process and make the analytical time highly effective. In this paper, we propose an algorithm that reaches the 
best solution neighborhood from a complex solution space at high speed, and obtains the best solution. We have applied 
the algorithm to a real problem, and it worked.  
 
 
1 INTRODUCTION 
The numerical simulator for fluid analysis based on 
computational fluid dynamics (CFD) is focused on 
analyzing the behavior of a fluid around an object, 
or its thermal hydraulics. With the development of 
computing power and the price plummet of personal 
computers, the CFD simulator has become a useful 
and realistic tool (1). Furthermore, CFD is now 
used not only for analyzing of the behavior of a 
fluid but also for optimization of a fluid's shape or 
flow for improved quality or performance.  
 
That said, the optimization with a CFD simulator 
for improved quality or performance still has many 
problems. For example, the solution space formed 
by the solution of optimization using a CFD 
simulator has become a multimodal space with a lot 
of local minimums. As a method of searching 
efficiently for a complex solution space, the meta-
heuristic algorithm is a heuristic technique (2). As 
an algorithm with the greatest general versatility, 
the genetic algorithm (GA) is generally used. 
However, in cases such as analyzing a problem that 
has a lot of local solution, the solution that 
incorporates the general GA is highly likely to 
derive local solution. Of course, this problem can be 
solved by enlarging the number of population 
members, the number of generations and the 
mutation evolution; on the other hand, the 
computational time for one condition was a few 
minutes and the optimization requires hundreds of 
repeated computations. Thus the optimization using 
the CFD simulator needs a lot of time to finish the 
task.  
 

The purpose of this study was to design a solution 
search algorithm using fewer populations and 
generations to derive the optimized solution more 
efficiently for an optimization problem by using a 
CFD simulator. Specifically, focusing on an 
external solution in a multimodal space, we propose 
the External Distribution Sorting Algorithm 
(EDSA), which searches intensively at the 
improving point in the nearly external solution. The 
effectiveness of the proposed method is shown 
through experiments in actual die-casting plants for 
deriving the optimum plunger input. 
 
2 THE EXTREMAL DISTRIBUTION 
SORTING ALGORITHM (EDSA) 
In this study, to derive the optimum solution in a 
multimodal space in a CFD optimization problem 
with low calculation frequency, we propose the 
External Distribution Sorting Algorithm (EDSA). 
The EDSA distinguishes a progressive area and 
analyzes the solution space of a CFD optimization 
problem and the tendency toward the improvement 
of the solution by using the approximation curve of 
the evaluation value and the extreme value.  
 
2.1 Deriving the extreme value. Though all 
individuals inside the generation are handled as the 
next generation candidates in the GA, an excellent 
individual is analyzed by priority in the EDSA. 
Thus the n-dimensional CFD optimization problem 
is replaced with two-dimensional space by the 
evaluation value and one variable, and the algorithm 
searches for the tendency to the solution to each 
variable by repeating the operation n times. First, 
each extreme value and the neighborhood of the 
evaluation value and the approximation curve are 
obtained. When the evaluation value of the CFD 
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simulator is assumed to be f(x), the extreme value 
cannot be derived by the differentiation because it is 
discontinuous.  
 
Therefore, whether kth variables and the ith 
individual is an extreme value is judged by using 
the following Equations (1),(2). 
 
ቀ݂൫݅ݔ൅1,݇൯ െ ݂൫݅ݔ,݇൯ቁ ൈ ቀ݂൫݅ݔ,݇൯ െ ݂൫݅ݔെ1,݇൯ቁ

൏ 0 
0 ൏ ቀ݂൫ݔ_ሺ݅ ൅ 1, ݇ሻ൯ െ ݂൫ݔ_ሺ݅, ݇ሻ൯ቁ 

 (1)  
When (1) is filled at the same time, xi,k  is the 
maximum value  
ቀ݂൫݅ݔ൅1,݇൯ െ ݂൫݅ݔ,݇൯ቁ ൈ ቀ݂൫݅ݔ,݇൯ െ ݂൫݅ݔെ1,݇൯ቁ

൏ 0 
ቀ݂൫ݔ_ሺ݅ ൅ 1, ݇ሻ൯ െ ݂൫ݔ_ሺ݅, ݇ሻ൯ቁ ൏ 0 

 (2)  
When (2) is filled at the same time, xi,k  is the 
minimum value.  
 
When xi,k,  is judged as an extreme value, xi  is 
preserved as an extreme value. When thinking about 
the extreme value neighborhood of xi,k the 
minimum unit ek of the variable is used. Afterwards, 
the two points xi,k ൅ ek and xi,k െ ek  that adjoin xi,k 
are substituted for the extreme value. 
 
2.2 Deriving the approximate curve. 
The approximation curve of the evaluation value to 
comprehend the tendency to the solution is derived. 
It depends on a complex solution space like Figure1 
by using the approximation curve, and it searches 
for the area where the improvement of the solution 
is expected. The approximation curve used to search 
for the solution is derived by the least-squares 
method, as follows Equation (3), where N : the 
number of samples, n :the degree of the CFD 
optimization problem, m : the degree of the 
approximation curve, xi,k:the k th, i th individual, ܬi : 
the evaluation value of i th individual. The degree 
of the approximation curve m is changed in 
proportion to the number of samples N. Condition m 

is that 5th dimensions are assumed to be the 
maximum degree in this study.  
 

 
Figure1: The individual selection 

 
2.3 Election of the next generation individual. 
After deriving the extreme value of the CFD 
simulator from the evaluation value and the 
approximation curve, the next generation's 
candidates are elected based on those tendencies.  
 
The parents are elected based on the extreme value 
of the evaluation value. First, a set of the individual 
with a bad extreme value and its neighborhood is 
assumed to be Xb. A set of the penalty Xp is also 
listed it based on Xb to exclude the next generation's 
candidates. Moreover, an individual that doesn't fill 
the restriction is added to Xp.  
 
Next, a set of the individual with a good extreme 
value and its neighborhood is assumed to be Xg. 
Note that if the extreme value whose evaluation 
value is larger than the mean value of the maximum 
value ഥ݂൫݃ݔ൯, 
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 (3)  
 
݂൫ݔ௚൯ ൐ ݂ҧሺݔ௚ሻ                                            (4) 

 
only the extreme value that fills Equation (4) is 
preserved as a set of candidate Xc, which makes an 
inquiry into Xp. If there is a corresponding individual 
to Xp in Xc, it is excluded from Xc. The conceptual 
diagram of the above operation is shown in Figure1. 
 
In addition, the candidate's exclusion is done based 
on the following conditions. When you compare the 
extreme value of the approximation curve with that 
of the evaluation value, the latter is preserved by 
priority because it is dependable. A good extreme 
value of the evaluation value is assumed to be xg. In 
addition, only the individual that fills Equation (4) is 
made a candidate xc from among xg. A bad extreme 
value of the evaluation value is assumed to be xb, and 
its neighborhood is assumed to be xg+e, xb+e. A good 
extreme value of the approximation curve is assumed 
to be xAg, and a bad extreme value of the 
approximation curve is assumed to be xAb, and the 
neighborhood is assumed to be xAg+e, xAb+e. 
Candidates are chosen based on the following 
condition:  
ܿݔ ൐ ܾݔ  ൐ ൅݁݃ݔ  ൐ ݃ܣݔ  ൐ ൅ܾ݁ݔ  ൐ 

ܾܣݔ  ൐ ൅݁> ൐݃ܣݔ  ஺௕ା௘          (5)ݔ
 
Candidates are preserved as xn based on Equation (5). 
The best solution in a generation is added to the 
candidate as the elite to continue the improvement of 
the solution. Finally, these candidates are preserved 
as the parents of the next generation individual xn.  
 
2.4 Simplex crossover. 
The parent’s individual that generates the next 
generation individual is elected from Xn. The roulette 
selection is applied to the election method. The 
roulette selection is the method of selecting the 
individual according to the selection rate 
corresponding to the evaluation value. The 
probability Pi that a certain individual is selected is 
expressed in Equation (6).  
 

ܲ݅ ൌ
݂ሺ݅ݔሻ

∑ ݂ሺ݆ݔሻ
ܰ݃
݆ൌ1

                                               (6) 

 
In the use of Equation (6) and simplex crossover 
(SPX), next generation individuals are generated.  
 
SPX is a crossover method for a real-coded genetic 
algorithm (RCGA) (6). The RCGA uses the 
crossover method for treating not the variable as bit 

strings but the real vectors. Especially, it is an 
effective crossover method for solving a continuous 
optimization problem, and it is an effective way to 
consider the dependence among variables. Moreover, 
information on the parent’s individual can be easily 
passed on to the child individual. The RCGA has 
several kinds of crossover methods.  
 
In the proposal algorithm, in spite of the dependence 
among variables or the scale problem, SPX is 
employed to deal with any optimization problems. 
Moreover, the n-dimensional CFD optimization 
problem is replaced with two-dimension space by the 
evaluation value and one variable. The individual 
with the extreme value of each variable is 
distinguished. Therefore, other values of the 
variables can be operated as crossover while 
maintaining the value of a variable that became an 
extreme value.  
 
The procedure of SPX is as fellows. When the 
intended CFD optimization problem is Rn, n+1 th 
parents ܲݔ଴ሬሬሬሬሬሬሬԦ,ڮ ,  ௡ሬሬሬሬሬሬሬԦ are elected from Xn according toݔܲ
Equation (6). Next, the bar centric position G is 
derived based on the parents. 
  

Ԧܩ ൌ భ
೙శభ

∑ ௉௫ഢሬሬሬሬሬሬሬԦೖ
೔సభ                                  (7)  

 
The range of formation of the next generation is 
decided based on G, and the next generation 
individual is generated by using the uniform random 
number.  

0ሬሬሬሬԦ݌ ൌ ሬሬԦܩ ൅ ߝ ቀܲ0ݔሬሬሬሬሬሬሬԦ െ  ሬሬԦቁ                               (8)ܩ

ܿ0ሬሬሬሬԦ ൌ 0ሬሬԦ                                                               (9) 
ሬሬሬԦ݆݌ ൌ ሬሬԦܩ ൅ ߝ ቀ݆ܲݔሬሬሬሬሬሬሬԦ െ  ሬሬԦቁ                               (10)ܩ

݆ܿሬሬሬԦ ൌ െ1݆ݎ ቀ݆݌െ1ሬሬሬሬሬሬሬሬԦ െ ሬሬሬԦ݆݌ ൅ ݆ܿെ1ሬሬሬሬሬሬሬሬԦቁ , ሺ݆ ൌ ڮ,1 , ݊ሻ    (11) 
 

Note that rj-1 is calculated from the uniform random 
number u(0,1) in section [0,1].  

െ1݆ݎ ൌ ሺݑሺ0,1ሻሻ
1
݆൅1                                                           (12)  

 
And, the next generation Cx is the following 
equation.  

ሬሬԦܥ ൌ ሬሬሬሬԦ݊ݔ ൅   ሬሬሬሬԦ                                               (13)݊ܥ
 
When the relation between the number of individuals 
in generation N and the degree of the CFD 
optimization problem k is N > k, the selection of the 
parents and the generation of the next generation 
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individuals are repeated until the number of 
individuals reaches N. And, if the restriction is not 
filled or does not conform to penalty lists Xp, the next 
generation individual is not preserved. 
  
3 APPLICATIONS TO DIE-CASTING 
Determining the optimum velocity to reduce the 
quantity of air entrainment enables the production of 
high-quality products. The target actual casting 
plants can be control the multistep velocity, and the 
velocity pattern, which has five phases, is derived 
from past studies. Figure2 shows an overview of the 
mesh setting, and Table 1 shows the parameters of 
the mesh setting. The plunger velocity is expressed 
as shown in Figure3, and Table 1 shows the 
parameters of the mesh setting, where xfill is filling 
position which is a constant value.  
 

 
Figure2: Mesh setting for CFD simulation 

 
Table 1: Mesh parameter 

 Cell size Number of cell 
X-direction 0.004 20 
Y-direction 0.002 ~ 0.006 132 
Z-direction 0.0022 ~ 0.0035 29 

Total number of cell 76500 
 
As seen in Figure2, the sleeve is symmetrical to the 
X axis. Thus, the analyzing area is set as only a one-
sided model to reduce the analyzing time to, only 
about ten minutes. Table 1 shows the minimum 
settings to do calculations quickly and accurately.  
The optimization problem was defined with a cost 
function equivalent to the sum of the weighted 
quantity of air entrainment and the weighted filling 
time, as shown in Equation (14),  

 
Figure3: Die-casting simulation model 

 
minimize  

ܬ ൌ ,ሻݐ௜ሺݒሺܣ௔ݓ ሻݔ ൅ ,ሻݐ௜ሺݒ௙ሺݐ௧ݓ  ሻݔ
൅ܭ௣ ൅  ௦௛௨௧            (14)ܣ

subject to:  
0.02 ൑ ݒ ൑ 0.60 
0.02 ൑ ݔ ൑ 0.35 

0 ൑ ݐ ൑ ௦௛௨௧ܣ      2.0 ൑ 2.0 
(15) 

where A is the quantity of air entrainment, tf is the 
filling time, x is the acceleration distance, and wa = 
1.0 and wt = 0.1 are the weighting factors. Ashut is the 
volume of trapped air when the plunger injection is 
switched from low speed to high speed, where Kp is 
the penalty. Each time, the penalty conditions shown 
in Equation (15) hold, the penalty Kp=108, which is 
big enough to avoid the penalty conditions, will be 
added to satisfy the specifications.  
 
3.1 Optimization of Die-casting. 
The parameters for the EDSA are, the number of 
generation is 60, the number of population is 30, the 
number of elite preservation is 2, the order of fitting 
curve is 5, and the parameters for the GA to be 
compared with the EDSA are , the number of 
generation and the number are same, the number of 
elite preservation is 1, the crossover fraction is 0.80, 
the mutation fraction is 0.01, where the initial 
population is the same for each algorithm, allowing 
us to calculate under the same conditions. 
 
Table 2 shows the cost determined by the EDSA and 
the GA. Based on these results we conclude that the 
proposed method can derive the optimized solution 
with few repeated computations.  
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Table 2:. Performance comparison sample 
Parameter  EDSA GA 
Evaluated value  0.3441 0.4622 
Air entrainment  0.1682 0.2737
Finish time  1.76 1.89
Optimum 
termination  

41 19 

 
3.2 Verification by Experiment. 
Experiments for an actual die-casting plant were 
performed with the obtained optimum velocity input 
derived using the EDSA and the GA. The plunger 
velocity parameters are shown in Table 3. The result 
of the blister examination, the obtained optimum 
velocity input derived using the EDSA can about 30 
percent reduction of air entrapment less than using 
the GA  
 

Table 3. Experimental plunger velocity parameters 
EDSA  Time  Velocity  Position  
1  1.23[s]  0.26[m/s]  0.160[m] 
2  1.34[s]  0.50[m/s]  0.200[m] 
3  1.76[s]  0.29[m/s]  0.367[m] 
GA  Time  Velocity  Position  
1  1.32[s]  0.220[m/s]  0.145[m] 
2  0.440[s]  0.440[m/s]  0.245[m] 
3  0.560[s]  0.560[m/s]  0.367[m] 

 
4 CONCLUSION. 
 The purpose of this study was to design a search 
algorithm that used smaller number of populations 
and a generation that can derive the optimized 
solution more efficiently for an optimization problem 
using a CFD simulator. The effectiveness of the 
proposed method is shown through experiments in 
actual die-casting plants for deriving the optimum 
plunger input. The effectiveness of the proposed 
method was clarified by experimental results, which 
showed that the amount of air entrainment by using 
the EDSA was better than that resulting from using 
the GA. 
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Abstract–TV/Radio broadcasters do the business of informing and entertaining its listeners/viewers. Their returns is in 
the amount of listenership / viewership that they pull, as advertisers of goods use them as a medium to reach potential 
buyers. The broadcasters themselves, advertisers, among other stakeholders, frequently need to determine the amount of 
listenership/viewership for each channel/program. Currently, they carry interview/questionnaire survey of sample 
populations. This is plagued by inherent survey inaccuracies. The proposed system attempts to remotely ‘listen’ to the 
frequencies that individual receivers are tuned into. The frequencies are constantly cumulated over a given region to 
determine the listenership/viewership of a channel / program.  
 

 
1. INTRODUCTION. 
Broadcasting is cut-throat business as various 
broadcasters fight to achieve the most 
viewer/listener-base. Access to viewer/listener-
base makes a broadcaster a convenient 
advertisement medium for the hundreds of 
thousands of products that occupy retail stores.  
To charge appropriately for the exposure they give 
to these products, broadcasters may need to qualify 
their viewer/listener-base.  
 
Currently, broadcasters and other interested 
entities do a survey, asking viewers and listeners 
what channels and programs they favor 
(Thompson (1)). This technique is not very reliable 
in the sense that listeners and viewers may not 
provide accurate information. The survey is also 
likely to have significant sampling error margins.  
A technique, that discreetly ‘listens’ to the 
frequency tuned into by a remote viewer/listener, 
is most reliable.  
 
The focus of this study is to;  

1. Re-design a super-heterodyne receiver 
system that sends a signal containing both, 
the frequency it is tuned into and a code 
that identifies the individual receiver.  

2. Utilize the mobile telephone infrastructure 
to harvest the signals from the remote 
individual receiver.  

3. Design a system that receives the signals 
nation-widely, analyses them and 
determines the receiver- and viewer-base of 
individual channels and programs. 

 
 
 

2. CURRENT SITUATION 
Figure 1 below illustrates the operation of the 
generic super-heterodyne radio/TV receiver;  
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: 
 
Only one intermediate frequency (IF), usually 455 
KHz in AM broadcasts, is allowed to the 
demodulator (Whitaker (2)). The demodulator 
converts it to audio frequency (AF), which is the 
message frequency. To achieve the single IF, the 
mixer is designed to get the algebraic sum of the 
local oscillator and the radio frequency (RF). 
During tuning, the user chooses a local oscillator 
frequency which, when mixed with the frequency 
of the desired channel, results into an algebraic 
sum of 455 KHz (Nahin (3)). If the oscillator 
frequency could be known, it would be easy to 
determine the frequency tuned into, and 
subsequently, the channel being listened to.  
 
There is always some radiation from such 
receivers, and in the initial stages of RAFTER, a 
World War II operation undertaken by the British 
MI5, they simply attempted to locate clandestine 
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Nazi receivers based on picking up the super-
heterodyne signal with a quiet sensitive receiver 
that was custom built (Wright (4)). This was not 
always easy because of the increasing number of 
domestic radios and televisions in people's homes.  
 
By accident, one such receiver for MI5 mobile 
radio transmissions was being monitored when a 
passing transmitter produced a powerful signal. 
This overloaded the receiver, producing an audible 
change in the received signal. Quickly the agency 
realized that they could identify the actual 
frequency being monitored if they produced their 
own transmissions and listened for the change in 
the super-heterodyne tone.  
 
Such remote sensing of the local oscillator 
frequency can be used to remotely detect the 
channels an individual receiver is tuned into. 
 
3. METHODOLOGY 
The following proposed techniques focus on a 
slight redesign of the super-heterodyne receiver, 
the use of mobile telephony infrastructure and 
finally, the constant region-wide analysis of the 
tuned-into channels, in order to determine the 
favorite channels and programs. 
 
3.1. Use of the mobile telephony infrastructure  
 
Currently, the infrastructure that is laid down 
elaborately enough to access nearly every receiver 
in the country is the networks of the mobile 
telephony service providers. Their base stations 
are found in almost every nook of the provinces. If 
the reach of the oscillator echo is adequate, the 
base stations may be used to capture the signals. 
Each base station is identified. It therefore is 
possible to maintain a running record of 
listener/viewer tuning profile around each base 
station, which is cumulated over the relevant 
region.  
 
However, two or more receivers may be close 
together and both tuned to the same station. How 
are the two differentiated? This is possible by 
slightly redesigning the super-heterodyne receiver 
as follows;  
 
3.2. Redesign of the super-heterodyne receiver  
 
The key to differentiating between any two 
neighboring receivers tuned to the same channel 
lies in the most likely feature about which two 
receivers would be different. Any two or more 

receivers close together may differ in such factors 
as;  

- size  
- make / model  
- height at which they are placed  
- volume level  

 
Of all the above features, a survey has established 
that the factor most likely to differentiate the 
receivers is volume level.  
 
Greatwall apartments, in Mlolongo township, 
occupies an area of about 100 m by 100m, with 
500 households. 270 radio and TV receivers were 
tested for volume level using a VU meter. Only 
two recorded the same levels at certain selected 
reference points. That implies 0.74%. The study 
assumes that although two slightly different 
speaker volumes may be tuned at same level in 
terms of output voltage for volume control, the 
likelihood of two users tuning the same output 
voltage level is as rare as the findings of the 
survey.  
 
The study proposes to use output voltage level for 
volume control, to code the local oscillator signal 
before it is transmitted out of the receiver. The 
output voltage level of each receiver is first 
converted to voltage-dependent frequency, which 
is used to modulate the local oscillator frequency. 
The modulated signal is now channeled to an 
antenna. At the base station, the two signals are 
separated. An analytical module then uses the 
modulating signal to identify every local oscillator 
frequency signal.  
 
3.3. Analysis of the tuned-into channels region-
wide  
 
The identities of he individual receivers can be 
established with permanency as volume control 
and channel selection shall be as dynamic as the 
alternating whims of the many users within a 
household. However, it would still be possible to 
monitor the usage, in terms of number of listeners 
and viewers, to all channels at any single moment. 
The analysis of the dynamic usage, in order to 
identify which programs are more popular would 
need artificial intelligence analytical techniques, as 
the changing of the channels and programs reflect 
whimsical human habits that are only possible to 
monitor and establish patterns for, using Artificial 
Intelligence. 
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The entire proposed system is illustrated in the 
block diagram in Figure 2 below; 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: 
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NEURAL FUZZY BASED DC-DC CONVERTER CONTROLLER 
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Abstract—This paper presents an application of Adaptive Neuro-Fuzzy Inference System (ANFIS) controller for DC –
DC converter optimized with swarm collective intelligence. First, an adaptive Neuro-Fuzzy controller of the DC-DC 
converter is designed and simulated using MATLAB/SIMULINK package; the ANFIS has the advantage of expert 
knowledge of the Fuzzy inference system and the learning capability of neural networks. Secondly, the ANFIS is 
optimized by Particle Swarm optimization methodology. Digital simulation results demonstrates that the designed 
ANFIS-Swarm controller realize a good dynamic behavior of the DC-DC converter, a perfect voltage tracking with 
smaller overshoot, steady state error and short settling time as well as high robustness than those obtained by ANFIS 
controller. The results are compared with conventional PID controller. 

 
Keywords: DC-DC converter; Neural Fuzzy controller; Particle Swarm Optimization (PSO); Adaptive Fuzzy Neural 

Network. 

 
I INTRODUCTION 
Every electronic circuit is assumed to operate 
off some supply voltage which is usually 
assumed to be constant. DC-DC converter is a 
voltage regulator (a power electronic circuit 
that maintains a constant output voltage 
irrespective of changes in load current or line 
voltage). Many different types of voltage 
regulators with a variety of control schemes 
are used. With the increase in circuit 
complexity and improved technology a more 
severe requirement for accurate and fast 
regulation is desired. This has led to need for 
newer and more reliable design of dc-dc 
converters. With the advent of digital signal 
processors, advanced control methodologies 
through Artificial Intelligence has been 
applied in most of the industrial applications. 
Power supplies have emerged as an 
independent industry which is inevitable in all 
electrical and electronic components. The 
practical challenge in most of the SMPS is to 
design the advanced control strategies to 
tackle the nonlinearity, stability and 
uncertainty of parameters. DC-DC converter 
controllers can be implemented in numerous 
conventions these includes: Voltage mode 
control, Current mode control, V2 mode 
control in analog controllers [1], Fuzzy Logic 

Controller [2] Neural Network controllers [3]; 
or a combination of these: Fuzzy-Neural 
Networks [4], [5]. 
 
For many years, control design for converters 
has been carried out through analog circuits 
with Negative feedback being employed for 
voltage regulation regardless of disturbances 
in input voltage, load current, or variations in 
component values. The duty cycle is varied in 
the feedback loop to compensate for these 
variations.     The conventional voltage mode 
and current mode control depends on speed of 
error amplifier on load variations which slows 
down compensation. To improve further on 
speed of response, V2 control mode control [1] 
is introduced.  The unique feature of V2 
control is its fast transient speed and simple 
compensation design. The transient speed is 
maximized by using the output voltage as a 
ramp signal. 
 
To counter the effects of input voltage 
variations, Barry and Dragan [6] designed a 
feed-forward controller to improve line 
regulation in applications with a wide range of 
input voltages and load currents. Inherent 
advantages over various inner-feedback 
techniques, such as current-mode 
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programming include simplicity, absence of 
stability problems, and the fact that the 
converter low open loop output impedance is 
not affected. However, direct sensing of the 
input voltage through a feed-forward loop may 
induce large signal disturbances that could 
upset the normal duty cycle of the converter.  
 
Analog controllers also suffer from lower 
sensitivity to changes in environment such as 
temperature, supply voltage fluctuation and 
aging of components. In general they are 
neither robust nor adaptive [7]. 
In recent years, there has been a growing 
interest in the implementation of digital 
control concepts in high frequency low-
medium power DC-DC converters. Digital 
control is well recognized for its flexibility 
and programmability, reduced design time, 
less susceptibility to aging and better noise 
immunity, ability to handle complex control 
schemes and to implement communication 
functions for fault and status information and 
easy reconfigurability for different 
applications [8]. 
 
However, as compared to analog control, 
digital control suffers from a reduced control 
loop bandwidth due to the presence of time 
delays inherent to the digital control structure. 
Therefore, the improvement of digital control 
performance is a key issue that needs to be 
assessed and solved in order to make digital 
control a viable technological option [9]. 
 
II INTELLIGENT CONTROLERS 
 
Intelligent control achieves automation via the 
emulation of biological intelligence. It either 
seeks to replace a human who performs a 
control task or it borrows ideas from how 
biological systems solve problems and applies 
them to the solution of control problems. 
 
The control laws for power converter and 
inverter topologies are based mainly on linear 
control theory even though most topologies 
are characterized by non-linearity and 
discontinuities. Using human linguistic terms 
and common sense, several fuzzy logic 

controllers have been developed and 
implemented for dc–dc converters. These 
controllers have shown promise in dealing 
with nonlinear systems and achieving voltage 
regulation. Fuzzy logic control uses human-
like linguistic terms in the form of IF–THEN 
rules to capture the nonlinear system dynamics 
[10]. 
 
There are several design concerns that one 
encounters when constructing a fuzzy 
controller. First, it is generally important to 
have a very good understanding of the control 
problem, including the plant dynamics and 
closed-loop specifications. Second, it is 
important to construct the rule base very 
carefully. If you do not tell the controller how 
to properly control the plant, it cannot work 
well. Third, for practical applications you can 
run into problems with controller complexity 
since the number of rules used grows 
exponentially with the number of inputs to the 
controller, if you use all possible combinations 
of rules. In general, although it has achieved 
many practical successes, fuzzy control has 
not been viewed as a rigorous science due to 
lack of formal analysis and synthesis 
techniques. 
 
An NN is an interconnection of a number of 
artificial neurons that simulates a biological 
brain system. It has the ability to approximate 
an arbitrary function mapping and can achieve 
a higher degree of fault tolerance. NNs have 
been successfully introduced into power 
electronics circuits to generate the switching 
signals for converters. An Artificial Neural 
Network (ANN) is an information-processing 
paradigm that is inspired by the way biological 
nervous system, such as brain, process 
information. The key element of this paradigm 
is the novel structure of the information 
processing system. It is composed of large 
number of highly interconnected processing 
elements (neurons) working in unison to solve 
problems [11]. 
 
There are several design concerns with neural 
network controllers that you encounter in 
solving the function approximation problem 
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using gradient methods (or others) to tune the 
approximator structure. First, it is difficult to 
pick a training set that you know will ensure 
good approximation. Second, the choice of the 
approximator structure is difficult. While most 
neural networks (and fuzzy systems) satisfy 
the “universal approximation property,” so 
that they can be tuned to approximate any 
continuous function on a closed and bounded 
set to an arbitrary degree of accuracy, this 
generally requires that you be willing to add 
an arbitrary amount of structure to the 
approximator. Due to finite computing 
resources we must then accept an 
“approximation error.” How do we pick the 
structure to keep this error as low as possible? 
This is an open research problem. Third, it is 
generally impossible to guarantee convergence 
of the training methods to a global minimum 
due to the presence of many local minima. 
Hence, it is often difficult to know when to 
terminate the algorithm. Finally, there is the 
important issue of “generalization, “where the 
neural network is hopefully trained to nicely 
interpolate between similar inputs. It is very 
difficult to guarantee that good interpolation is 
achieved. Normally, all we can do is use a rich 
data set (large, with some type of uniform and 
dense spacing of data points) to test that we 
have achieved good interpolation. If we have 
not, then you may not have used enough 
complexity in your model structure, or you 
may have too much complexity that resulted in 
over fitting (over-training) where you match 
very well at the training data but there are 
large excursions elsewhere. 
 
III.NEURALFUZZY-ANF 

CONTROLLERS 

The integration of neural network 
architectures with fuzzy inference system has 
resulted in a very powerful strategy known as 
adaptive network-based fuzzy inference 
system (ANFIS). It essentially consists of 
combining fuzzy inference system and neural 
networks and implementing within the 
framework of adaptive networks [12]. 
Two control topologies of adaptive network-
based fuzzy inference system (ANFIS) for 

control of the DC-DC converter are developed 
and presented in [5]. The developed ANFIS 
has the ability to learn about the non-linear 
dynamics and external disturbances of the 
converter with a stable output, small steady 
error and fast disturbance rejection. It can 
adapt and generalize its learning to other tasks. 
It can also provide abstraction particularly 
when Sensory measurements are contaminated 
with noise. The input to the controller is 
output voltage and inductor current. In [4] 
ANFIS is used to control dc-dc converter with 
output error voltage and derivative of error as 
the inputs to the controller. Both fuzzy logic 
principles and learning functions of neural 
networks are employed together to construct 
the adaptive fuzzy network inference system 
for the control topology. Initially, a basic 
fuzzy logic controller is set up utilizing 
linguistic rules. Then, numerical data are used 
for training the controller. The number of 
membership functions is chosen so as to cover 
the entire input space. The controllers are 
shown to be robust, adaptive, and capable of 
learning. 
 
The subsequent to the development of ANFIS 
approach, a number of methods have been 
proposed for learning rules and for obtaining 
an optimal set of rules. Jang and Mizutani [13] 
have presented application of Lavenberg-
Marquardt method, which is essentially a 
nonlinear least squares technique, for learning 
in ANFIS network, this method is always 
stable and efficient. Jang also in [12] 
introduced four methods to update the 
parameters of ANFIS structure, as listed below 
according to their computation complexities: 
1. Gradient descent only: all parameters are 

updated by the gradient descent. 
2. Gradient descent only and one pass of LSE: 

the LSE is applied only once at the very 
beginning to get the initial values of the 
consequent parameters and then the 
gradient descent takes over to update all 
parameters. 

3. Gradient descent only and LSE: this is the 
hybrid learning. 

4. Sequential LSE: using extended Kalman 
filter to update all parameters. These 
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methods update antecedent parameters by 
using GD or Kalman filtering.  

The training of network is through Gradient 
Descent (GD) and Least Square Estimation 
(LSE) methods leads to slow convergence of 
parameters and finding the best learning rate is 
very difficult. The methods also depends on 
initial value of parameters which if not well 
chosen may lead to local minimum.  
 
A.  ADAPTIVE NEURO-FUZZY 

PRINCIPLE 
 
A typical architecture of an ANFIS is shown 
in Figure 1, in which a circle indicates a fixed 
node, whereas a square indicates an adaptive 
node. For simplicity, we consider two inputs 
x, y and one output z. Among many FIS 
models, the Sugeno fuzzy model is the most 
widely applied one for its high interpretability 
and computational efficiency, and built-in 
optimal and adaptive techniques. For a first 
order Sugeno fuzzy model, a common rule set 
with two fuzzy if–then rules can be expressed 
as: 
 
Rule 1: if x is A1 and y is B1, then z1 = p1 x + 
q1 y + r1                                              (1) 
 

Rule 2: if x is A2 and y is B2, then z2 = p2 x + 
q2 y + r2                              (2) 
 
Where Ai and Bi are the fuzzy sets in the 
antecedent, and pi, qi and ri are the design 
parameters that are determined during the 
training process. As in Figure 1, the ANFIS 
consists of five layers [12]: 

 
 

Figure 1: The equivalent ANFIS (type-3 ANFIS) 
 

Layer 1: Every node i in the first layer employ 
a node function given by: 

(3) 
 
Where µAi and µBi can adopt any fuzzy 
membership function (MF). 
Layer 2: Every node in this layer calculates 
the firing strength of a rule via multiplication: 

(4) 
 
Layer 3: The i-th node in this layer calculates 
the ratio of the i-th rule’s firing strength to the 
sum of ail rules firing strengths: 

(5) 
Where w i is referred to as the normalized 
firing strengths. 
Layer 4: In this layer, every node i has the 
following function: 

 
(6) 

Where W i is the output of layer 3, and { pi, qi, 
ri} is the parameter set. The parameters in this 
layer are referred to as the consequent 
parameters. 
Layer 5: The single node in this layer 
computes the overall output as the summation 
of all incoming signals, which is expressed as: 

 
(7) 

 
The output z in Figure 1 can be rewritten as: 

 
(8) 
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B. Adaptive Neuro-Fuzzy controller Design 
 
The ANFIS controller generates change in the 
reference voltage Vref, based on speed error e 
and derivate in the speed error de defined as: 
e = Vref - V                         (9) 
de = [d(Vref - V)]/dt           (10) 
 
where Vref and V are the reference and the 
actual speeds, respectively. 
 
In this study first order Sugeno type fuzzy 
inference was used for ANFIS and the typical 
fuzzy rule is: 
 
If e is Ai and de is Bi then z = f(e, de)        (11)  
 
Where Ai and Bi are fuzzy sets in the 
antecedent and z = f(e, de) is a crisp function 
in the consequent. 
 
The significances of ANFIS structure are: 
 
Layer 1: Each adaptive node in this layer 
generates the membership grades for the input 
Vectors Ai, i =1,…,5. In this paper, the node 
function is a triangular membership function: 
                        
 
                                         0                    ei ≤ai 
 

                e- ai       ai≤e ≤b  (12) 
0i1ൌμAi ሺeሻ ൌ      bi- ai 
             
                ci-e       bi≤e ≤ci 

                ci- bi 

 

               0         ci≤e 

 
 
Layer 2: Each node output represents the 
activation level of a rule: 
 
O =wiൌ min(μAi ሺeሻ, μBi ሺeሻሻ, i =1, …, 5 

    (13) 
 
Layer 3: Fixed node i in this layer calculate 
the ratio of the i-th rule's activation level to the 
total of all activation level: 
 
          Oi

1 = i=                             (14) 

 
Layer 4: Adaptive node i in this layer 
calculate the contribution of i-th rule towards 
the overall output, with the following node 
function: 
 
Oi

1=  Zi=   (pie+ qie +ri )      (15) 
 
Layer 5: The single fixed node in this layer 
computes the overall output as the summation 
of contribution from each rule: 
        2 
Oi

5=∑ Zi             
 (16) 
        i=1 
 
The parameters to be trained are ai, bi and ci 
of the premise parameters and pi, qi, and ri of 
the consequent parameters. Training algorithm 
requires a training set defined between inputs 
and output. 
 
 IV. PARTICLE SWARM 

OPTIMIZATION        (PSO) 
 
The PSO, which is a member of the 
evolutionary routines family, mimics the 
social behavior of a swarm of birds (particles) 
seeking the richest food source in a large field 
[14–16]. The algorithm exploits a population 
of randomly generated potential solutions in 
order to detect the global minimum of a highly 
nonlinear multimodal objective function. The 
PSO is a derivative-free algorithm, which 
utilizes cooperation, competition, and 
experience of the population individuals along 
with probabilistic transition rules of search. 
The algorithm starts with a randomly 
generated population of individual particles 
representing potential solutions to the 
optimization problem. Each particle signifies a 
position in the search space, at which the 
objective function is evaluated. The particles 
move in the search space affected by three 
factors, namely, the previous movement of the 
same particle, the position of the best particle 
of the current population (local best), and the 
position of the best particle over the previous 
iterations (global best).The new velocities of 
the particles are probabilistically determined 
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as given in Equation 17, while the new 
positions are computed as shown in Equation 
18. One distinct attribute of PSO, compared to 
other evolutionary techniques, is that it does 
not employ the “survival of the fittest” concept 
as it does not implement a direct selection 
function. In other words, particles of low 
fitness can survive and probably visit any 
point in the search space. 
 
 
vi

k+1 =  ωvi
k + α(Pl− xk)+β(Pg− xi

k )          (17) 
 
xi

k+1 =  xk+ vk+1                             (18)   
       
vi

k+1 = the velocity vector of the ith particle at 
the (k + 1)th iteration, 

ω = inertia weighting factor 
vi

k= the velocity vector of the ith particle at 
the kth iteration, 

α = bounded positive uniformly distributed 
random vector, 

Pl= the position vector of the local best 
particle at the kth iteration, 

x ik= the position vector of the ith particle at 
the kth iteration, 

β= bounded positive uniformly distributed 
random vector, 

Pg= the position vector of the global best 
particle up to the kth iteration, 

xi
k+1= the position vector of the ith particle at 

the (k + 1)th iteration. 
 
One evident advantage of PSO is the ease of 
implementation. Once the particle positions 
and velocities are randomly initialized, 
Equations 17 and 18 above are used to iterate 
on the fitness till convergence. 
 
 Optimal ANFIS Controller Design with 
PSO 
 
To design the optimal ANFIS controller, the 
PSO algorithms are applied to find the 
globally optimal parameters of the ANFIS. 
The structure of the DC-DC converter with 
ANFI- PSO controller is shown in Figure 7. 
 
In this paper, the chromosomes of the PSO 
algorithms contains two parts: the range of the 

membership functions (Ke and Kde) and the 
shape of the membership functions (e1~e5 and 
de1~de5). It gives the optimal output voltage, 
such that the steady-state error of the response 
is zero. The genes in the chromosomes are 
defined as: [Ke, Kde, e1, e2, e3, e4, e5, de1, 
de2, de3, de4, and de5]. 
 
            V.  RESULTS 
 
Three different controllers are designed for the 
DC-DC Buck Converter (steps 12 volts to 5 
volts output). First, the PID controller is 
designed based on the expert experience; best 
results were obtained with; 
 
Kp=3,  Ki= 1.5e4,  Kd=0.  
 
where: 
Kp=proportional gain 
Ki=integral time 
Kd=derivative time 
 
 

 
Figure 2: Output voltage with PID controller 

 
Second, the fuzzy logic controller is designed 
based on the neural networks (ANFIS) to find 
the optimal range of the membership 
functions. 
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Figure 3: Change in error membership functions 

 
 

 

 
Figure 4: Error membership functions 

 
 

 

 
Figure 5: Matlab surface view 

 

 
Figure 6:.Anfis model structure 

 
 

 

 
Figure 7: output voltage with ANFIS controller 

 
 

After that, the optimal fuzzy controller 
(ANFIS) is designed based on the PSO to 
search the optimal range of the membership 
functions, the optimal shape of the 
membership functions (ANFIS with PSO). 
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Figure 8:.Buck (12V-5V) DC-DC converter 

 

 
Figure 9:.Simulink diagram of buck converter 

 

 

Figure 10:. Output voltage with ANFIS-PSO controller 
 
 
 

VI.CONCLUSION 
 
In this paper, the optimal ANFIS controller is 
designed using Particle Swarm Optimization 
algorithms. The ANFIS-Swarm presents 
satisfactory performances and possesses good 
robustness; no overshoot, minimal rise time 
and zero Steady state error (deadbeat 
response) as presented in simulation in figure9 
and table1. The system operating conditions, 
which influence the controller parameters, are 
determined. PSO is utilized to obtain the 
parameters of the controller, which maintain 
deadbeat response, at selected load points 
within the reasonably wide range of operation. 
Data resulting from PSO are used to train 
ANFIS agents to predict the controller 
parameters at different loads within the 
operating regions. The comparison shows the 
superiority of the proposed technique over 
ANFIS and PID controllers. 
 
Table 1: Comparative Analysis 
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Abstract—This paper proposes a new method for optimization of blind source separation for enhanced teleconferencing. 
Independent component analysis ICA and sparse representation SR are the main tools employed to obtain source signals 
from observed data containing both original signals and white Gaussian noise. This is called “cocktail-party problem”. 
The aim of this research is to separate source signals and de-noising them thereof, using optimal FastICA. The method 
will take the advantages of statistical independence and non-Gaussianity of signal components. The signals considered 
here are instantaneous in nature. Several sparse algorithms have been proposed so far in literature though with different 
complexities to realize its objectives. The proposed methodology for this research will follow the following procedure. A 
model room environment in a microphone array and exploit underdetermined blind sources separation. An algorithm that 
will exploit spatial diversity in time domain to optimize decomposition to obtain independent speech subset. The research 
looks maximizing SNR and eventually low signal distortion. Our results simulated in MATLAB software based 
algorithm will be developed to realize optimal modelled blind source separation for separation and de-noising, to mimic 
real world. Any further direction on this research will be outlined to facilitate future realization of effective separation of 
many kinds of signals, such as speech or biomedical data, teleconferencing.  
 
Keywords: Blind Source Separation, Independent Component Analysis, Sparse Representation, Sparse Decomposition 
 
1. INTRODUCTION 

In blind source separation BSS we obtain an 
estimate of each source signal from the sensor 
observations with little information as possible 
about the number of sources, the speech sources, 
or the mixing process, and additive noise. 
Therefore blind techniques do not have knowledge 
of on-times of various sources, and such 
information will only be gotten by estimating the 
separated signals. Considering [1] [2] an array of 
M microphones (sensors) where the output of the 
mth microphone is denoted by xm(k), where k is the 
discrete-time sample index. Assuming n sources 
whose signals are given by sn(k), the output of the 
mth microphone is the convolved mixture whose 
mathematical equation can be viewed as:- 
 

x(k)= B*s(k) + v(k).   (1) 
where xm (k) the sensor observations, sn (k) is the 
source signal, B is the mixing system (impulses), 
vm(k) is the added noise. The output signal ŝm (k) of 
each will be the point of interest; an estimate of 
sound source sn(k). It is generally assumed that the 
source signals are mutually statistically 
independent. 
 
In this research proposal an optimal 
underdetermined blind speech de-noising 
algorithm, practically free from prior weakness, is 

to be developed for analysis of telecommunication 
systems with more emphasis on teleconferencing 
room. The separation of the signals is achieved by 
sparse decomposition and filtering. This paper 
proposes an improved way of sparse representation 
SR focusing Pursuit algorithm as one of its 
aspects. Pursuit algorithms help to solve 
optimization problems of the signal dictionary. 
Sparse representation (factorization) of a data 
matrix based on the following model and 
alongside Figure (1) below. 
 

X = BS;   (2) 
where the X = [x(1); . . .  ; x(N)] є Rm×N (N >> 1) 
is a known data matrix, B =[b(1) . . .  b(m)] єRm×n 

is a m× n basis matrix, S = [s(1); . . .  ; s(N)] = [sij 
]n×_N is a coefficient matrix, also called a solution 
corresponding to the basis matrix B. Generally, m 
< n, which implies that the basis is overcomplete 
dictionary. 

B W

Sn(t)

S1(t)
.

..

.

.

.

Y1(t)

Ym(t)Mixing Part Separating 
Part

.

.

.

.

= S(t) =
X(t)

 
Figure 1. Mixing and Separating Parts. 
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The Mixed Model, ICA and Sparsity. 
In this section, we formulate the instantaneous 
mixing model for underdetermined Blind Source 
Separation [1]. Given M mixtures of N sound 
sources such that M ≤ N, our goal is to recover the 
underlying sources up to a scale factor. For a data 
frame of T samples, we can represent the mixture 
X, as an M×T matrix which is the result of the 
product of an unknown mixing matrix B and the N 
× T source matrix S. Matrix B is an M × N matrix 
with each column corresponding to the direction of 
arrival of one source. Without loss of generality, 
we assume that 2 mixtures and 3 sources are 
available. The mth mixture can be represented as 
follows 
 

 (3) 
However, several authors have found that sound 
signals exhibits very high sparsity in alternative 
representations such as time-frequency [1], and 
have successfully exploited this in algorithms such 
as pursuit. We now extend the above model for 
overcomplete dictionaries. 

Given an overcomplete dictionary , 
such that each atom dk is a T × 1 vector and K 
>>T, we can represent the nth source vector as, 
      

                                                 (4) 
 
where cn,k is the coefficient associated to the kth 
dictionary atom. Subsequently, we can represent 
the mixture signals in terms of the source signals, 
dictionary atoms, mixing matrix columns and 
associated coefficients. The resulting 
representation is,  
 

   (5) 
Sparse decomposition SD algorithm can be used to 
find a representation with few non-zero 
coefficients. 
 
2. MULTICHANNEL DECOMPOSITION 

2.1 Independent component analysis ICA 
ICA is a technique for performing blind source 
separation. The equation (2) above is known as 
ICA model. The conditions that must be satisfied 
for ICA and the fore guarantee separation are 

given by Darmois Theorem, which state that the 
sources S must be:- 

a.  non-Gaussian and 
b.  statistically independent.  

These two assumptions are used to estimate the 
un-mixing matrix and the unmixed signals. The 
original mixed signals which we try to find in BSS 
are known as independent components. 
 
To solve the cocktail party problem we must be 
able to separate the signals x1(t) and x2(t) to 
produce two signals ŝ1(t) and ŝ2(t) which are as 
close as possible to the original signals s1(t) and 
s2(t). This un-mixing process can be represented 
by the mathematical equation where W is the 
un-mixing matrix: 

 
Ŝ=WX (6) 

 
2.2 FastICA_25 
FastICA_25 [2] is one of the practical 
implementation for ICA problems used in BSS. It 
uses non-Gaussianity as an estimate for 
independence to find a separating matrix  
W є Rn×n to make the separated source signals non 
Gaussian. 
Pre-processing by centering and whitening are 
necessary and important for the ICA performance. 
Centering is the process of subtracting the mean of 
the mixture of the independent components from 
the independent components so that the mixture of 
the independent components has a zero mean. This 
has no effect on the mixing matrix and is described 
by [3] as the “most usual and necessary pre-
processing” for ICA. It is assumed in all of the 
ICA methods mentioned in this chapter. 
 
To satisfy the assumption (b), the mixed signal is 
first whitened restricting the search space for the 
mixing matrix to the space of orthogonal matrices. 
During whitening the mixture is transformed so 
that its components are uncorrelated and its 
variances are unity. The mixture is said to be white 
[. Whitening is performed by Principal 
Components Analysis (PCA) by the most popular 
techninues of whitening: Eigenvalue 
Decomposition, demonstrated as follows:-   
 

= E x    (7) 
Equation 7 shows the mathematical formula for 
performing eigenvalue decomposition.  is the 
whitened transformation of the vector . E is the 
matrix of eigenvectors of the covariance matrix of 
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x. D is the diagonal matrix of the eigenvalues of 
the covariance matrix of x. 
 
To measure the non-gaussianity, kurtosis or 
differential entropy called negentropy can be used. 
Since kurtosis is not a robust measure of 
nongaussianity, especially with outliers. We 
consider negentropy in this paper.  
 
2.3 ICA Using Negentropy in FastICA_25  
The function JG in equation (8), a maximizing 
entropy equation can be used as a gradient 
approximation of negentropy   

JG (w)=[E{G(wT x)} - E{G(v) }]2 
 (8) 

where G is a non quadratic function, v is a 
standardized Gaussian variable of zero mean and 
unit variance and w can be found under the 
constraint E {(wTx)2}=1 
 

i. G1(ŝ)= logcosh ŝ   
where 1≤2≤a  

ii.  G2(ŝ)=   
Then FastICA_25 algorithm demonstrated in this 
paper uses this approximation of negentropy 
objective functions. Estimation of W is a measure 
of minimization of mutual information and 
maximization of negentropy which can be 
interpreted as estimation of single Independent 
component. The unmixing matrix W is estimated 
by maximizing the contrast function with respect 
to W given by:  
 

   (9) 
For optimal fast independent component analysis 
(Optmal FastICA) the objective function G is 
estimated by; 

G2(ŝ)=      (10) 
where σ = kx  a parameter that gives a measure of 
distribution, Optimal value of K can be found from 
experimentation. 
 
 
 
 
 
 
 
 

3  EXPERIMENTAL RESULTS 
   

  

 

 

3.1 Preprocessing for ICA 

3.1.1 Centering 
This function is needed by FASTICA it removes 
the mean of row vectors and returns the new 
vectors and the mean. 
 

 

3.1.2 Whitening  

This function is Eigen value decomposition by 
PCA. 

= E x 
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3.1.3 FastICA_25 
 

 
 

 
We estimate the independent components in the 
mixed signal and its corresponding demixing 
matrix W from which the sources are separated. 
Using OFastICA and BSS_Eval Matlab Toolbox 
the SIR components were to be compared  by; 
  

 
 
4.0 CONCLUSION 

The demonstrated Gaussian ICA is used to solve 
the problem of Source Separation. Experimental 
result shows that there is a better quality of 
separation of the mixed signals using FastICA 
algorithms. The signal quality as demonstrated is 
well attained by the reconstructed signal. 
Nevertheless the effectiveness of the algorithm is 
the selection of the negentropy based function that 
can give optimal solution. The simplicity of using 
a modified gaussian function is the main criteria in 
this algorithm. 
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Abstract—Electrical energy in Kenya is the largest prime mover of the economy. Despite this fact, this energy source is 
in short supply. To satisfy the demand for electrical energy countrywide, available resources have been exploited. 
Currently electrical power generation is by; hydro, geothermal, petroleum fuels, wind and some solar PV in the rural 
areas. This paper investigates the effects of the urban domestic electrical burden on the power generation industry. The 
study uses Microsoft Excel to analyze the electrical burden. Further, the study would extrapolate the domestic burden to 
observe its effects nationally. Preliminary results did reveal a substantial national electrical burden of 319.98MWp 
occurring between 8PM and 9PM. These findings support the urgent need to address the electrical burden. Management 
of the urban electrical burden will relieve the generation industry of a large electrical burden in addition to reducing 
substantial losses in the transmission network  
 
Keywords: Generation, Domestic, Electrical Burden/load, Urban, Transmission loses, surge power. 

1. INTRODUCTION 

The Kenyan Electricity Supply Industry (KESI) 
power generation mix consists of: 716MW of 
hydro, 135MW of geothermal, 307MW of thermal 
diesel and 5.1MW of wind. This power is then 
committed into the power supply network to meet 
the national electrical peak power demand of 
1176MWp.  
The load demand in Kenya can be classified as 
Industrial at 60%, commercial at 20% and 
domestic at 20%. The industrial and commercial 
loads attain their peak during the day. On the other 
hand, the domestic burden attains its peak at 8-
9PM in the night.  
Most of the electrical domestic burden is located in 
the urban areas which are far from the electrical 
power generating stations. This distance 
contributes to large electrical power loses during 
transmission and distribution to the urban load 
centers. These losses cause stress on the network 
and affect the life span and general performance of 
the network. Further these loses increase the 
generation demand which is currently being 
bridged using fossil fuels electricity power 
generators. The cost of the generation fuel is later 
passed on to the consumer resulting in inflating of 
the electricity bill.  
 
The new emerging electrical power generation 
methods like solar PV are readily available for use 
to establish their role in this situation. The 
investigations should reveal the amount of 

domestic electricity burden that can be off loaded 
by these methods from the national grid.  
A detailed literature review has shown that the 
urban areas of Kenya consume most of the 
electrical energy generated in the country with 
Nairobi leading at 60%. Out of this load, 20% 
consists of the domestic electrical burden. The 
review further revealed that rural domestic 
electricity burden is negligible and so it will not be 
considered in the analysis. 
To evaluate the amount of the national urban 
domestic electrical burden, individual domestic 
loads were collected, compiled and analysed as 
accurately as possible. The collection methods, 
compilation methods and analysis methods will be 
discussed.  
 

2. THEORY AND METHODOLOGY 

The study observed that even in urban areas, there 
are some consumers who contribute negligibly to 
the total domestic electricity burden or load. These 
consumers live in the high density settlement 
estates of the urban areas and only use electricity 
for lighting. The study therefore restricted itself to 
consumers who live in houses which have two 
bedrooms and above. In the case study, only three 
bed-roomed apartments, bungalows and 
maisonettes were considered.  
 
Embakasi Nyayo Estate in Nairobi was chosen as 
the case study. The estate was chosen because of 
its size (accommodating some 4770 3bed-roomed 
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master en-suit units), infrastructure, accessibility and location. 
 

Picture 1: View of Embakasi Nyayo Estate 

 
Source: Generated by the Study 

 
Picture 1 show a section of the Embakasi Nyayo 
Estate phase 1. One block consists of eight 3 
bedroom master en suite apartments.  
 
2.2. Load Data Collection 
Load data was collected from some 100 homes 
using questionnaires and direct interviews, and 
power consumption data using pre-paid metering 
system logging method. The methods of data 
collection are explained in the following sections. 
 
2.2.1. The Questionnaires Method  

The study developed questionnaires for collecting 
the domestic load data. The questionnaires were 
sent out to 100 randomly chosen residents who 
filled them and returned to the researcher. 
 
2.2.2 The Direct Interview Method 
The study conducted direct interviews with the 
respondents of the questionnaires to physically 
pose questions to the respondents. The purpose of 
the interviews was to confirm that the respondents 
understood and answered the questions accurately. 
Further, the study was able to gather technical 
information from the name plates of some 
domestic appliances in the homes. 
 
2.2.3. Power Consumption data  
The study collected power consumption data from 
the Kenya Power and Lighting pre-paid meters, 
using data collection assistants. The data collection 
assistants logged the hourly power consumption 

data from some 20 homes for 7 days in the case 
study estate. 
 
2.3. Data Consideration 
During the interview the study realized that the 
appliances in homes were of different types and 
operated differently. Some appliances were purely 
resistive and stationary while some were inductive 
and had rotating parts. The inductive appliances 
required surge power to start and then settle to the 
rated power when running. This surge power had 
to be considered for peak power rating purposes. 
 
Table 1 shows the power rating of some appliances 
used in a typical household in Embakasi Nyayo 
Estate and require surge power to start.  

Table 1: Steady State and Surge Power 
S/N Type of 

Load 
Power 
(W) 

Surge Power 
(W) 

1 Fridge 300 1500 
2 D/Washer 700 1500 
3 C/Washer 650 1150 
4 D/Freezer 450 1800 

Source: Generated by the Study. 

This study uses the surge power to estimate the 
peak power of a typical house hold. The study 
considered the highest peak power in the case 
study as a typical peak in its analysis. Summation 
of the peak power ratings gave the total peak load 
of the entire estate.  
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Further the study compiled a list of appliances 
from the questionnaires to develop a typical 
appliance list for the case study. The duty cycle of 
each appliance was tabulated to arrive to the daily 
energy consumed in a typical home of the case 
study.  
 
Table 2: Domestic Load Analysis 

S/N Appliance  No Watt Hour Whr Watts Whr 

 1 2 3 4 5 6 7 
1 Cf lamps 10 11 2 220 0 0 
2 Radio 1 22 8 176 9.8 235 

3 TV 21   1 50 4 200 5.1 122 

4  Iron  1 1000 1 1000 0 0 

5 Cooker  1 1000 0.5 500 0 0 

6 Microwave  1 1100 0.5 550 0 0 
7 Toaster 1 1500 0.5 750 0 0 

8 Hair dryer 1 1500 0.5 750 0 0 
9 Coffee Mix 1 1200 0.5 600 0 0 
10 DVD  1 50 2 100 5.9 142 
11 Computer 1 110 4 440 2.2 53 

12 Lap top  1 65 4 260 2 48 
13 Fridge  1 300 2 600 0 0 
14 D/ Freezer 0 500 2 0 0 0 

  Total    22 11458 31.5  6646 25 600 
  Daily energy consumed in Whrs  7246    
Source: Generated by the study 

Table 2 shows the details of domestic appliances. 
1.  The appliance type on column 1.  
2.  The number of appliances in column 2.  
3.  The power rating of the appliance in column 

3.  
4.  The duty cycle of the appliance in column 4 

in hours.  
5.  The energy consumption of the appliance in 

column 5. 
6.  The stand-by power rating of the appliance 

in column 6. 
7.  The stand-by power consumption in column 

7. 
Table 2 shows the total installed electrical burden 
as 11458watts. From the same Table 2 the total 
daily energy consumed is 7246Whrs.  This total 
energy consists of active appliance energy 
consumption of 6646Whrs and stand-by appliance 
energy consumption of 600Whrs. 

3 RESULTS AND DISCUSSION 

Figure 1 shows the daily power consumption for 4 
sample houses in the case study estate. This data 
was collected using pre-paid meter data logging 
methods on 20 houses for 7days then an average 
was taken for each house. The figure only shows 

the sample houses for comparison and clarity of 
the figure 
 

 
Series 1- Court 87-House 9, 13, 15, 17,  
Series 2 Court1111-House 5, 9, 16, 25, 32 
Series 3 Court 116-House  2, 5, 7. 9. 
Series 4 – Court 5-House 1, 5, 7, 22 
Series 5 – Average of the Houses  
Figure 1: Hourly Power Consumption (kW) 

Source: Generated by the study 
 

Table 3: Data Logging Burden Collection Average 
Time 7-8 8-9 9-10 10-

11 
11-
12 

12-
13 

kWhrs 0.27 0.26 0.26 0.18 0.16 0.21 

Time 13-
14 

14-
15 

15-
16 

16-
17 

17-
18 

18-
19 

kWhrs 0.21 0.23 0.2 0.22 0.29 0.4 

Time 19-
20 

20-
21 

21-
22 

22-
23 

23-
24 

24-0 

kWhrs 1 1.4 0.35 0.27 0.21 0.17 

Time 0-1 1-2 2-3 3-4 4-5 5-6 

kWhrs 0.13 0.12 0.11 0.13 0.12 0.22 

Time 6-7 Total kWhrs consumed 
kWhrs 0.27 7.135 
 
Table 3 shows the daily total average energy 
requirement to be 7135Whrs using the data 
logging method while the daily total energy 
demand using the appliance ratings was 
7246Whrs. This energy demands closely 
compares.  
 

 
Figure 2: Daily Consumption in (kW) 
Source: Generated by the study 
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Figure 2, shows the average daily peak power as 
1.4kW which occurs between 8.00PM and 9.00PM 
or 20hours and 21hours. This information was 
used to obtain the total domestic burden of the 
study estate.  The study would further extrapolate 
to get the Nairobi city total domestic burden and 
eventually the national domestic electricity burden. 
 
3.1 Estimation of the Study Estate Domestic 

Electricity Burden 
The study estate total domestic electricity burden 
is calculated as; 
 

Domestic Electricity Burden = Total number of 
houses in the estate X typical peak power rating 

 
Study Estate Burden, 
βe = 4774 x 1400 = 6,683,600Watts = 6.683MW 

 
The Nairobi city domestic burden is calculated by 
estimating using the number of all similar units to 
the one considered in the study. The number of the 
units can only be estimated because the number is 
changing every day. Estimated number from 
Kenya Bureau of Statistics and the city council of 
Nairobi is 142,672 units. The city’s domestic 
electrical burden is then; 
 
City Burden, 
βc =142672 x 1400 = 199.740MWp  
 
The national domestic electricity burden is 
calculated by using the estimated number all 
similar units in the country. The estimated number 
of such similar units’ country wide is 228557 
 
Thus; 
National Burden, 
βn = 228,557 x 1400 = 319.98MWp 
  
3.2 Domestic Burden versus National 

Demand 
The domestic burden is estimated at 319.98MWp 
and the national peak demand at 1176MWp. 
Expressing the domestic burden as a percentage of 
the national peak; 
 
Percentage = 319.98/ 1176 = 27.21%  
When we compare the national domestic 
electricity burden peak demand to the national 
peak demand, a substantial percentage is realized. 
This substantial burden on the electricity 
generation has far reaching negative effects on 
both the generation industry and the transmission 
network. 

 
4 CONCLUSION AND 

RECOMMENDATION 

The conclusions of this paper are summarized as 
follows. 
1. The case study results have shown that the 
domestic electricity burden is large enough at 
6.683MWp to deserve management.  
 2. The study has further shown by extrapolation 
that the city and national domestic electricity 
burden is 27.21%. This percentage is large enough 
to warrant Government intervention. 
3.  Localized domestic power generation systems 
are recommended as the most suitable intervention 
measure to take the burden off the generation 
industry and the grid. 
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Abstract—This paper presents a cooperative neuro-fuzzy based generation of gating signals for control of active power 
filter. The application of cost effective power converter circuits which enhance the overall performance, efficiency, and 
reliability of industrial process is common in all industries has led to serious concerns about the source of line pollution 
and resulting impacts on system equipment  and power distribution systems. Active power filters have proven to be 
effective way of compensating harmonic component s in a nonlinear load. Various digital signal processing techniques 
are used to estimate the magnitude of harmonic distortion. Presently, neuro –fuzzy systems have proved to work better in 
nonlinear systems and it has attracted much attention from researchers due to its simplicity, learning and generalization 
ability of nonlinear quantities. This paper presents a neuro-fuzzy algorithm for estimating and generation of gating 
signals in real-time and high accuracy. 
  
 

1. INTRODUCTION 

The widespread and increasing use of solid state 
devices in power systems which enhance the 
overall performance, efficiency, and reliability of 
industrial processes has lead to escalating ambient 
harmonic levels in public electricity supply 
systems. These harmonic levels are subject to 
limitations in order to safeguard consumers’ plant 
and installations against overheating and 
overvoltage. The effects of harmonics in power 
distribution systems are not new, but only recently 
the effects of these problems have gained more 
research attention. Advancement in semiconductor 
devices technology has also fuelled a revolution in 
application of power electronic devices over the 
last decade, and there are indications that this trend 
will continue [1]. Use of AC/DC and DC/AC 
power conversion commonly present in 
equipments such as converters, variable speed 
drives, arc equipment, uninterruptable power 
supply and many other household equipments are 
responsible for the rising problems related to 
power quality.  
 
Power systems disturbance is often generated by 
non-linear loads. It is well known that a non linear 
load draws non sinusoidal periodic current even 
though sinusoidal voltage is applied [2]. 
There are many methods for harmonic extraction 
such as synchronous reference frame (dq) [3], 
discrete Fourier transform, fast Fourier transform 
[4] and instantaneous power (pq) theory [5]. 
 

The pq theory is associated with a limitation of 
determining harmonic components under load 
conditions only [6]. Fourier transform is the 
mostly used method for specific harmonic 
component compensation [7]. However it requires 
one more cycle of the voltage waveform data and 
corresponding time such that the delayed harmonic 
cancellation can occur. 
 
The dq technique is substantially slow in 
responding to harmonic distortion and gives 
inaccurate result though it is within the acceptable 
range. Artificial neural network is a method with 
learning ability and high speed recognition in the 
field of electric power. It has been applied in 
several areas such as load forecasting [8] 
 
In this study, feed forward neural network 
multilayer perceptron is used for harmonic 
detection processes as such obtain the input 
variables for the fuzzy controller to generate gating 
signal for the inverter. The distorted wave includes 
5th, 7th, 11th , 13th ,17th , 19th , 23rd and 25th 
harmonics are used to be the input signal for the 
neural network at the training stage. The output 
layer of network is consisted of 8 units in 
according to each order of harmonic. By effect of 
learning representative data, each component of 
harmonic is detected to each according unit. That 
means neural network structures can decompose 
each order of harmonic and detect only harmonic 
without fundamental wave in the same time. 
 The outputs are summed-up together and 
compared to the distorted wave to obtain a 
reference signal 
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2. Structure of APF 

The typical components of an active power filter 
system are the mains supply, nonlinear load, 
harmonic current detector, gating signal generator 
and voltage source inverter with interface reactor. 
The magnitude of harmonic current generated by a 
nonlinear load is supplied to the harmonic current 
detector together with information about other 
system variables. The reference signal from the 
current estimator, as well as other signals provides 
the control for gating signals controller. The output 
of the gating signals controller controls the voltage 
source inverter via a suitable interface reactor [9]. 
The main components of an active power filter 
system are shown in Figure 1. 
 

 
Figure 1: General Structure of APF 

 
3. Cooperative Neuro-Fuzzy structure 

Nuck [10] describes cooperative neural fuzzy 
model as a system where a neural network is used 
to determine several parameters (rules, rule 
weights and/or fuzzy sets) of the fuzzy system. 
Cooperative models can be further divided [11]. 
(a) The neural net drives the parameters of 
membership functions from training data. The 
fuzzy sets are learned offline and are used with 
predefined fuzzy rules to implement a fuzzy 
controller. 
(b)  The neural net drives linguistic control rules 
from training data. The learning is done offline and 
the fuzzy sets have to be defined in another way. 
(c) The neural net adapts the parameters of fuzzy 
sets online, i.e. while the fuzzy controller operates. 
It is necessary to know the fuzzy rules and initial 
fuzzy sets. In addition an error measure has to be 
defined that guides the learning process. 
(d) The neural net learns weights factors applied to 
the fuzzy rules in an online or offline mode. The 
weights are usually interpreted as the “importance” 
of the rule, and it modifies the output of the rule. 
Fuzzy rules and fuzzy sets have to be known in 
advance. 

 
Figure 2: Cooperative Neuro-Fuzzy general structures 

 
APF control using Cooperative Neuro-Fuzzy 
system. 
Figure 3 shows the proposed application of a 
cooperative neuro-fuzzy network to detect and 
control APF. The distorted current is used in 
APF as the reference signal for controlling of 
the power stage. The acquired signal is 
sequentially introduce to cooperative neuro-
fuzzy system and as a result, this network 
outputs the gating signal in real time. 

 
Figure 3: Neuro-Fuzzy controlled APF 

 
a) Harmonic detection and generation of 

gating signals. 
 

Suppose the ideal supply voltage without any 
distortion, 

………..   (1) 
The periodic non-sinusoidal currents of nonlinear 
loads can be represented by Fourier progression as 
follows 

..
 (2) 

Where w is the angular frequency of signal, t is the 
time, I1 is the fundamental component, φn is the 
respective angle and In is the harmonic component. 
In a three phase six switches system the active 
harmonics is as follows 

 (3) 
where n is the active harmonic component and k is 
the sequence. 
 

b) System operation 
 The feed forward multilayered perceptron with the 
system will approximate the fundamental wave 
then compared with input distorted wave as such 
the reference signal is obtain. The train is done 
offline using the undistorted wave. It is then 
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compared with the out of the APF to generate an 
error. 
The error and change in error is then used as the 
inputs to the fuzzy logic system within the network 
to obtain the gating signal. 
 

c) Simulation results 
Computer simulation results are presented to 
evaluate the performance of the cooperative neuro-
fuzzy controller under industrial operating 
conditions. The MATLAB GUI representation of 
the proposed cooperative neuro-fuzzy controlled 
APF is shown in figure4. 

 
Figure 4: Simulated system 

 
The output of APF is used to compensate for the 
harmonic distortions introduced by a nonlinear 
load in an electrical supply. After having identified 
the distortion harmonics, the resulting reference 
currents have to be injected phase-opposite in the 
electrical power systems. This is done by the 
APF’s scheme with an inverter associated with an 
output passive filter. 
 
The fuzzy logic membership and its decision tale 
are shown in figure5 (a)-(d)  
 

 
   (a) 
 

 
   (b) 
 

 
   (c) 
 

 
   (d) 
 
Figure5. (a). Fuzzy logic block diagram, (b) error membership 

function, (c) derror membership function and (d) output 
membership function 

 
The fuzzy rules used for this case were as follows; 

1. If error is zero then cde is Z 
2. If error is positive (P), then cde id big 

positive(BP) 
3. If error is negative, the cde is big negative 

(BN) 
4. If the error is zero and derror is positive then 

cde is negative(N) 
5. If the error is zero and derror is negative 

then cde is positive (P) 
The power system is simulated with a sampling 
frequency of 50 Hz. The source characteristics are 
RS = 0.001Ω, and LS = 30µH. The nonlinear load 
is composed of a Graetz’s bridge of consisting of 
six valve functions with an angle β = 0◦ and with 
RL = 0.5 Ω and LL = 300µH. Figure6 (a)-(c)shows 
simulation results of the system. 
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   (a) 
 

 
   (b) 

 
   (c) 
Figure6. (a) harmonic distorted waveform, (b) compensation 

wave from APF and (c) compensated waveform 
 

4. Conclusion 
The effectiveness of the proposed cooperative 
neuro-fuzzy APF has been verified using 
MATLAB-simulink which allows real-time 
visualization, adjustment and control of all 
parameters. The proposed work shows promising 

results to be investigated further in the hardware 
implementation. 
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Abstract–It is important to carry out regular power system analysis in the expanding power utilities in order to assess and plan 
for adequate reactive power. In this paper we look at why it is important to carry out reactive power compensation in a 
transmission network. A case of an emergency diesel plant that was first installed in a system during drought but could not be 
retired when the hydrology became favorable due to ensuing low bus voltages because of lack of adequate reactive power has 
been presented. The software package PSS/E has been used to simulate scenarios presented in this paper. 
 
Keywords: Power flow, bus voltage, system load demand, reactive power, compensation and emergency diesel plant 
 
 
I. INTRODUCTION 
To supply power to consumers, utilities 
usually sign a supply agreement with a 
consumer that states details of power supply to 
be connected. This allows the consumers to 
specify the voltage rating of any electrical 
equipment procured for use in their premises. 
Once the supply is connected, the consumer 
expects the voltage and frequency to be 
maintained constant within the statutory 
tolerances and to experience minimum 
interruptions so that they can maximize the 
use of power. 
 
For a utility to effectively meet the 
requirements of the consumers, the power 
system must be properly controlled. The main 
parameters to be controlled are voltage and 
frequency. To supply the system loads, a 
number of generating stations are 
interconnected through transmission lines and 
distribution network. 
 
The frequency of the system is controlled by 
ensuring real power balance of supply and 
demand; it is controlled centrally. However, 
unlike frequency the transmission and 
distribution lines need voltage control at 
various points in the system to maintain the 
voltage at the consumer premises within 
permissible limits. 
 

Voltage control is achieved by the control of 
reactive power flow in the system. The control 
of reactive load at the station bus is achieved 
by the adjustment of excitation of the station 
generators [1]. The voltage at different points 
of the power system may be controlled by 
introducing suitable reactive power 
compensating apparatus at various locations in 
transmission and /or distribution network. 
 
One of the main causes of recent major 
outages in the power systems around the world 
was reported as insufficient reactive power of 
the system resulting in the voltage collapse 
[2]. Thus reactive power is essential for 
integrity of the power system. The amount of 
reactive power losses due to inductive nature 
of the transmission lines is significant as it can 
be about ten times greater than active power 
losses [2]. Under heavy load conditions, the 
total amount of reactive power losses may 
exceed the reactive power demand of the 
system loads. Accordingly, reactive power 
losses should be considered in the evaluation 
of the system’s total reactive power 
requirements. In view of the high transmission 
losses (Figure 1), reactive power cannot be 
transmitted over long distances. Consequently, 
it must be produced close to where it is needed 
[2]. 
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Figure 1: Transmission Line Real Power and Reactive Power 

Losses versus Line Loading (source [5]) 
II GENERATION AND TRANSMISSION 
NETWORK IN KENYA 
Generation development in Kenya was 
initially concentrated in the hydro power 
resources along the Tana River. This led to the 
development of five hydro stations in a 
cascade, with installed capacity of about 
550MW. The hydro power complex where the 
stations are located is known as the Seven 
Forks. To transfer this power to the load 
centres, five transmission lines were 
constructed to connect Seven Forks to Nairobi 
and Mombasa. Nairobi Area load demand is 
about 50% of the country’s total demand. 
Mombasa Area has local thermal generation 
that meets the requirement of coast area and 
therefore most of the power generated in 
Seven Forks is transmitted to substations in 
Nairobi. 
 
In 2006, there was a drought that affected the 
output of the Seven Forks hydro stations 
severely. In order to alleviate energy problems 
during the drought, an emergency diesel plant 
was installed at Embakasi (one of the main 
substations in Nairobi), with the generation 
tied to the 66kV bus. After the drought was 
over in mid 2007, the plant has been useful in 
maintaining voltage profiles in Nairobi area. 
The transmission network comprises 220kV 
and 132kV transmission lines. In Nairobi area, 
there are sub-transmission lines with at voltage 
level of 66kV. All the lines at 33kV and below 
are considered to be distribution lines. Kenya 
Power and Lighting Company had a vertical 
structure until 1997 when it was unbundled to 
two entities; a generating company 
(KENGEN) and a transmission and 

distribution company (KPLC). The new 
generating company formed became the 
Kenya Electricity Generating Company while 
the transmission and distribution company 
remained as Kenya Power and Lighting 
Company. With the separation, all the 
generating assets and facilities were 
transferred to KenGen, thus relieving KPLC 
not only the total control of generation of 
active and reactive power but also the 
planning of new energy resources. 
 
III. VOLTAGE PROFILE PROBLEM 
In Kenya bulk of the power supplied to 
consumers is generated by KenGen, 
contributing 80% and the other 20% is shared 
among the IPPs [4]. Though the IPPs are 
located close to the load centres, they operate 
their generators at a power factor close to 
unity and therefore do not generate much 
reactive power. KenGen’s power stations are 
located far away from the load centres, and 
they generate most of the reactive power 
required in the power system. Thus, reactive 
power is transmitted over long distances, 
resulting in the low voltage profile at times 
experienced during evening peak. The low 
voltage (below 0.95pu) is due to high voltage 
drop along the transmission lines as the 
reactive current demand rises [6]. This 
phenomenon is experienced mostly when the 
water level in the reservoirs is high and the 
available hydro machines in the Seven Forks 
are loaded to the maximum available capacity 
for economic dispatch. 
 
During and after heavy rains, the reservoirs 
store a lot of water. Instead of spilling, 
attempts have been made to maximize on 
hydro generation so as to save on fuel costs. 
However this has not always been successful 
because of the low voltage profile experienced 
in Nairobi. The low voltage profile is a 
symptom of reactive power imbalance 
between supply and demand at the receiving 
end substations in Nairobi [3]. This calls for 
an urgent reactive power planning in the 
transmission system in order to utilize all the 
available capacity of cheaper hydro power 
when the water is available in the reservoirs 
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and to improve voltage profiles (within ±5% 
of nominal) in order to maintain voltage levels 
at the consumer‘s end within acceptable limit 
(±6% of nominal ) [3 ]. 
 
IV. RESEARCH FINDINGS 
To address this voltage profile problem a 
research was carried out to determine the 
reactive power compensation requirements of 
the transmission network (132kV and 220kV) 
in Kenya in order to improve the voltage 
profile at the load centres and to enable the 
transfer of all the available hydro power from 
the Seven Forks hydro stations. 
 
In this paper we shall demonstrate through 
power flow analysis carried out in the research 
that it was not possible to replace the 
emergency plant with power from Seven Forks 
hydro when the hydrology improved. The 
research findings are arranged as follows: 
Transmission network model; a base case - a 
peak load of 1024MW with emergency diesel 
plant in service; and a Case 1 where the 
emergency plant was replaced with generation 
from Seven Forks hydro. 
 
A. Single line model of the transmission 
network 
A single line model of Kenya transmission 
system was created using PSS/E. The 
transmission network model has included 
buses in sub-transmission and generation that 
were considered relevant for this research 
work. 
 
B. Power flow scenarios 

• Base case data 
 
In order to model a running network, data 
records for the Kenya transmission network 
was used. The snapshot details on topology, 
system loading, generation, demand, and 
branches’ loading was based on the system 
control records of 21st November, 2007. 
Generation dispatch is seen in Table 1. Since it 
was not possible to freeze the system loading 
and generation demand from on line system, 
the evening peak, light load and branch 
loading as recorded in the transmission system 

log-sheets as at 20.00hrs and 3.30hrs were 
used. The source of the data was 
National Control Centre (NCC). 

• System during evening peak demand-
1024MW 

 
A peak demand of 1024 MW was recorded at 
20.00Hrs by the National Control Centre on 
21st November, 2007. The system load 
demand for that day is seen in the daily load 
curve of figure 2. This was the highest demand 
recorded in the system so far and that was the 
reason why it was chosen. 
 

 
Figure 2: Daily Load Curve of 21st Nov. 2007 

 
The generating plants and their loads during 
evening peak demand and during minimum 
demand at night are shown in Table 1. 

• Power flow for 1024MW load demand 
with emergency generator in service 

 
The following power flow results were 
obtained for this scenario. 
 

1. Generation and loads summary 
 

 MW MVAR 
From generation 1024.1 382.3 
To constant power load 988.8 424.5
To constant current load 0.0 0.0 
To constant admittance load 0.0 0.0 
To bus shunt 0.0 0.0
To facts device shunt 0.0 0.0 
To line shunt 0.0 0.0 
From line charging 0.0 336.4
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Table 1: Generation Log data for system demand. 
STATIONS  EVENING  NIGHT 
   
Gross Imp From Uetcl  6.368  1.344  
Wanjii  4.57  4.55  
Tana  9.60  9.80  
Masinga  38.00  20.00  
Kamburu  80.00  66.00  
Gitaru  206.00  76.00  
Kindaruma  40.00  24.00  
Kiambere  110.00  100.00  
Ndula  1.33  1.33  
Mesco  0.37  0.37  
Sagana  0.84  0.84  
Sosiani  0.28  0.28  
Gogo  0.15  0.15  
Sondu Miriu  0.00  0.00  
Turkwel  92.00  0.00  
TOTAL 
HYDRO+UETC IMP  589.51  304.67  
Iberafrica  50.60  11.00  
N/S Fiat Gt  10.00  0.00  
Olkaria 1  46.00  46.00  
Orpower4 Steam  10.16  10.87  
Kipevu Steam  0.00  0.00  
Kipevu Gt1  0.00  0.00  
Kipevu Gt2  30.00  0.00  
Kipevu Diesel  50.00  20.00  
Tsavo  74.40  53.20  
Olkaria 2  66.00  66.00  
   
Aggreko(Embakasi)  61.45  6.24  
   
Aggreko(Eldoret)  36.02  10.11  
Mumias Power  0.00  0.00  
Total Thermal  434.63  223.42  
System Gross  1,024.14  528.09  
 
2. Losses and line charging summary 
 

Voltage 
Level 

 x-losses-x Charging
Branches MW MVAR MVAR 

220.0 15 14.01 75.61 174.4 
132.0 57 16.43 66.07 158.7
66.0 26 4 88 60.49 3.2 
33.0 5 0.00 6.31 0.0 
15.0 3 0.00 23.63 0.0
11.0 31 0.00 62.06 0.0 

TOTAL 137 35.33 294.16 336.4 
 
3. Bus voltage limit summary 
a) Buses with voltage greater than 1.0500: 

None 

b) Buses with voltage less than 0.9500: 
 

BUS BASKV  V (PU)  
19  132.00  0.9253  
20  132.00  0.9025  
48  132.00  0.9292  
49  132.00  0.9309  
52  132.00  0.9299  
88  66.00  0.9488  
90  66.00  0.9219  

4. Branch loading above 100.0 % of rating: 
None 

5. Overloaded machine summary: 
None 

6. Generators at VAR Limits: 
 
BUS  MW  MVAR  QMAX  MVABASE  
82  30.0  20.0  20.0  36.0  
88  17.0  6.0  6.0  30.0  
102  5.9  4.0  4.0  120.0 
104  61.3  30.0  30.0  95.0  
TOTAL 114.1  60.0  60.0  281.0  

 
Four machines reached VAR limit 
 
The generating plants and their loads during 
evening peak demand and during minimum 
demand at night are shown in Table 1. 

• Replacing emergency generator at 
Embakasi with generation from Seven 
Forks hydro-Case 1 

 
In this case, the 61.4 MW generation from the 
emergency plant (Embakasi) was replaced by 
generation from Seven Forks hydro and the 
plant was shut down. The network model 
remained as before except for the plant at 
Embakasi that was switched off. 

• Assessing reserves at Seven Forks 
hydro stations 

 
There was need to assess whether the available 
machines at Seven Forks hydro had enough 
reserve capacity to take up the loads of the 
Emergency Plant. 
 
The following table shows the machines that 
were running and their spinning reserves 
before the plant was shutdown. These data 
shown on running machines and their 
available reserve was derived from the 
machine summary of the base case. 
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Available generation and reserves in Seven 
Forks 
 
BUS  PGEN           PMAX      BASE MVA  RESERVE  
              (MW)         (MVAR)         (MW)  (MW)  
28  55.2  72  85.0  16.8 
29  55.2  72  85.0  16.8  
30  26.1  33  37.5  6.9  
31  27.1  33  37.5  5.9  
32  27.1  33  37.5  5.9  
55  76.2  81  95.0  4.8  
56  65.2  72  85.0  6.8  
57  65.2  72  85.0  6.8 
58  20.0  20  23.5  0.0 
59  20.0  20  23.5  0.0  
60  19.1  20  23.5  0.9  
61  19.1  20  23.5  0.9  
TOTAL   383.2  547  618  72.7  

From the above table, the estimated reserve 
was 72.7MW.This was sufficient theoretically 
to replace the emergency generation of 61.4 
MW. A power flow analysis was carried to 
confirm whether it was practically possible. 

• Power flow results -Case 1 
 
1. Generation and Load Summary 
 
 MW  MVAR 
From generation 
To constant power load 
To constant current  

1031.0 
988.8 

0.0  

486.3 
424.5 

0.0  
To constant admittance  0.0  0.0  
To bus shunt  0.0  0.0  
To facts device shunt  0.0  0.0  
To line shunt  0.0  0.0  
From line charging  0.0  321.0  

 
The generation went up to 1031MW because 
of increased losses. 
 
2. System losses and line charging 
 
Voltage  x-losses-x  charging 

Level  Branches  MW  MVAR  MVAR  
220.0  15 19.54  106.69 166.8 
132.0  57 17.79  72.52 151.3 
66.0  26 4.82  92.50 2.9 
33.0  5 0.00  6.53 0.0 
15.0  31 0.00  74.98 0.0 

TOTAL  137 42.16  382.82 321.0 

 
3. bus voltage limits summary 
 
a). buses with voltage greater than 1.0500: 

None 

b) Buses with voltage less than 0.9500. 
 

BUS BASKV  V (PU)  
1  220.00  0.9246  
2  132.00  0.9446  
3  132.00  0.9446  
4  220.00  0.9162  
5  66.000  0.8826  
6  132.00  0.9423  
7 66.000 0.9416  
19  132.00  0.9083  
20  132.00  0.8850  
24  220.00  0.9344  
34  220.00  0.9336  
47 132.00 0.9294  
48  132.00  0.9010  
49  132.00  0.9027  
52  132.00  0.9018  
84  66.000  0.9484  
88  66.000  0.9247  
90  66.000  0.8972  
92  132.00  0.9430  
93  132.00  0.9309  
94  132.00  0.9309  
96  66.000  0.9223  
97  66.000  0.8525  
98  66.000  0.9416  
99  6.000  0.8627  
100 33.000 0.9447  
101  132.00  0.9430  
104  11.000  0.8695  
9801 66.000  0.8704  

 
From the above table, 29 buses had their 
voltage level below 0.95pu when generation 
was shifted from Embakasi to Seven Forks 
hydro. Seven of these buses (highlighted in 
yellow) had bus voltage below 0.90pu. 
 
4. Branch loadings above 100.0 % of rating 
 
Two branches were over loaded as seen in the 
table. These were the two transformers at 
Embakasi 220/66kV substation that were 
overloaded by 137.6% and 138.2 % 
 

bus  
current 
loading  

rating  

From 
bus#  

To 
bus 
#  

CKT 
ID  

loading 
(MVA)  

rating 
A 
(MVA)  

percent 

4  5  1  123.8  90  137.6  

4  5  2  124.4  90  138.2  
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5. Overloaded machine summary. 
None 

6. Generator at VAR limits 
 
 BUS#      MW  MVAR  QMAX  MVABASE 

39  15.0  10.0  10.0  18.8 
40  15.0  10.0  10.0  18.8 
41  16.0  10.0  10.0  18.8 
42  36.0  22.0  22.0  50.0 
53  10.1  15.0  15.0  45.0 
55  80.0  8.0  48.0  95.0 
60  20.0  12.0  12.0  23.5 
61  20.0  12.0  12.0  23.5 
62  33.1  20.5  20.5  42.0 
63  33.1  20.5  20.5  42.0 
82  30.0  20.0  20.0  36.0 
86  10.0  8.0  8.0  15.0 
88  17.0  6.0  6.0  30.0 

102  6.8  4.0  4.0  120.0 
TTL  342.1           218.0  218.0  578.2 

 
From the table, 14 Machines reached the VAR 
limit and therefore would not generate further 
reactive power to support the system voltage 
which was already below 0.95pu in 29 buses. 
 
V. SUMMARY OF TABULATED 

RESULTS 
From base case bus voltage limits, most buses 
had their voltage limits within the 
requirements except for seven buses 
There were no buses with voltage above the 
limit, 1.05pu 
 
Only four plants reached VAR limit. 
In case1 when generation was shifted to Seven 
Forks hydro, 29 bus voltages went below the 
limit,0.95pu 
 
The loading on two transformers increased far 
above the limit of 100% to 137.6% and 
138.2%. 
 
Fourteen generating units reached their 
reactive power limit and they would therefore 
not support the system voltage. 
 
The reactive power losses increased form 
294.16MVAR to 382.82 MVAR, an increase 
of 88 MVAR. 
 
The active power losses increase by 6.8MW 
 

VI. CONCLUSION 
Transferring generation from Embakasi to 
Seven Forks created a voltage profile problem 
in the network because 29 buses experienced 
low voltage and two transformers got over 
loaded to 137% and 138% at bus 4. There was 
a need according to these results to do address 
voltage support issues if the power were to be 
generated in Seven Forks hydro stations 
instead of using the emergency plant at 
Embakasi. 
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Abstract—This paper describes modeling and motion control of a flexible manipulator using a formula manipulation. 
Flexible arm is defined as low stiffness of a robot arm. We create a flexible manipulator model by using the formula 
manipulation language software MapleSimTM using the multi-body dynamics model of the flexible manipulator. We 
investigate the effect of elastic deformation and elastic vibration of the manipulator. The physical parameters are 
identified from the experimental data of the real manipulator experimental setup. Comparing between the simulations 
and experiments, the effectiveness of the modeling is evaluated and clarified. PD control of the joint angle and the 
feedback control of the link base strain are applied to motion control of the flexible manipulator. We confirm the 
effectiveness of the proposed control method and modeling of the manipulator. 

 
 
1  INTRODUCTION 
This paper presents modeling and motion 
control of a flexible manipulator using a 
formula manipulation. In the past several 
decades, there has been increasing interest in 
modeling and control of flexible manipulators 
[1-13]. There are a number of potential 
advantages stemming from the use of light-
weight flexible-link manipulators, such as 
faster operation, lower energy consumption, 
and higher load-carrying capacity for the 
amount of energy expended. However, 
structural flexibility causes many difficulties 
in modeling the manipulator dynamics and 
guaranteeing stable and efficient motion of the 
manipulator end-effector. The control 
difficulties are mainly due to the non-
colocated nature of the sensor and actuator 
positions, which results in non-minimum 
phase behavior. Further complications arise 
because of the highly nonlinear nature of the 
system. Satisfactory control of these systems 
is hampered by many difficulties related to 
sensing and identification. MapleSimTM is a 
collection of MapleTM routines that will 
automatically generate the symbolic equations 
of motion for an inter-connected system of 
rigid bodies and flexible beams, given only a 
description of the system as input. In other 
words, MapleSimTM is a symbolic package for 

multibody dynamics and good tools for 
analyzing such as the flexible manipulators. 
This paper presents modeling and motion 
control of a flexible manipulator using a 
formula manipulation and comparing with 
experimental results and numerical simulation 
results. The effectiveness of the proposed 
control method and modeling method of the 
flexible manipulator is confirmed. 
 
2 FLEXIBLE MANIPULATOR SYSTEM 
The experimental system consists of highly 
flexible links as shown in Figure 1 whose 
parameters are shown in Table 1. A schematic 
of the experimental test-bed is shown in 
Figure 2. High performance drives were 
assembled consisting of PWM amplifiers that 
operate in speed feedback mode, DC servo 
motors with optical encoders and harmonic 
drive speed reducers. The digital controller 
consists of a dSPACETM system based on the 
PowerPC. 16 channels of 16 bit A/D and D/A  
and 6 counters are also provided. In earlier 
experiments on this test-bed, the authors 
designed a PD controller. The identified model 
of the manipulator was derived and there was 
good agreement between experiment and 
model. Figures 4-6 show the time response of 
the identified models. The experimental 
results and the identified results match closely 
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except where hub friction or viscous damping 
dominates. The above analysis demonstrates 
that a linear model can approximate the actual 
system reasonably well and is suitable for 
defining the new output and designing the 
controllers.  
 

 
Figure 1: Flexible arm. 

 

 
Figure 2: Experimental setup. 

 
 
 
 
 

Table 1: Parameters of the system. 
 

 
 

 
 
 
 
 
 
 

Figure 3: Model of the 
system 

Motor 1 

Type V511-012EL8  
Rated power 105 W 
Rated spindle 

speed 
3000 Rpm 

Rated torque 0.326 N･ ｍ 
Maximum 

torque 0.784 N･ m 

Mass 1.1 Kg 

Motor 2 

Type V404-012EL8  
Rated power 39 W 
Rated spindle 

speed 
3000 Rpm 

Rated torque 0.11 N･ m 
Maximum 

torque 0.323 N･ m 

Mass 0.55 kg 

Encoder Resolution 1000 P/R 
Type Incremental  

Reduction 
Gear  

Joint 1 

Reduction 
ratio 1/100  

Mass 0.15 kg 

Type CSF-40-100-
2AR-SP  

Reduction 
Gear  

Joint 2 

Reduction 
ratio 1/100  

Mass 0.09 kg 

Type CSF-17-
1002ª-R-SP  

Link 1 
Length 0.44 m 
Radius 0.005 m 

Material Stainless  

Link 2 
Length 0.44 m 
Radius 0.004 m 

Material Aluminum  
Strain 
Gauge Type 

KGF-2-120-C1 

-23L1M2R 
 

Servo system & Motor 

Link 2 Link 1 Joint 2 Joint 1 Strain 
gauge 

Strain 
gauge 
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.
3 SYSTEM MODELLING 
MapleSimTM supports a library of modelling 
components, including rigid bodies, flexible 
beams, forces, torques, springs, dampers, and 
a variety of joints (revolute, spherical, 
universal, etc) and includes fully validated 
Modelica components for modelling 
mechanical, electrical, hydraulic, thermal, and 
signal-flow systems. Model diagrams map 
directly to our physical systems, so they are 
easy to construct and validate. MapleSimTM 
lets us rapidly create custom components from 
first principles, by allowing you to specify the 
mathematical equations that define the 
dynamic behavior of our system. 
 
With the physical modelling techniques in 
MapleSimTM, we simply re-create the system 
diagram on a screen and the equations of the 
model are automatically generated. A model 
maps directly to each physical component, 
showing how those components are connected 
together, as shown in Figure 3 and the 
equations of motion are generated. This 
approach can save anywhere from hours to 
months on complex applications. 

 
After our model is constructed, the 
MapleSimTM simulation engine automatically 
animates the model in 3-D, enabling us to 
visualize its behaviour. 
 
State-of-the-art algorithms for multibody 
system handling automatically generate 
optimized model equations for our system. In 
MapleSimTM, powerful code generation 
routines can then convert these equations into 
compact and numerically efficient code, which 
can be quickly and easily exported to other 
applications such as MATLABTM in the tool 
chain. 
 
 
4 CONTROL SYSTEM DESIGN. 
A control law for a flexible manipulator can 
be developed using the Lyapunov control 
design method. Before designing the tracking 
control law, the procedure by developing a 
control law that drives the manipulator to a 

given set of joint angles while suppressing the 
flexible motions will be illustrated. The 
Lyapunov function for the non-tracking 
controller is a weighted average of structural 
energy of each element of the manipulator, 
plus extra terms that force the Lyapunov 
function to be a minimum at the desired 
configuration of joint angles. The Lyapunov 
function is: 
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where E1 is the kinetic energy of the hub of 
the first link, E2 is the kinetic energy plus the 
strain energy of the first beam and its tip mass, 
E3 is the kinetic energy of the hub of the 
second link, E4 is the kinetic energy plus the 
strain energy of the second beam and its tip 
mass and payload, and ref1θ  and ref2θ  are the 
desired reference joint angles. The quantity 

)( 11 lr ′  represents the angular deflection of the 
tip of the first link.   
 
Since the elements of the arm are passive 
structural members, the rate of change of their 
energies is simply the applied external forces 
and moments times the velocities at the 
corresponding points of action. The rate of 
change of the Lyapunov function can be made 
negative by choosing the control torques to be  
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where g11=b1/a1, g12, g13=(a1-a2)/a1, g21=b2/a2 
and g22 are the weighting constants. The 
quantity M1-r1S1 can be measured using strain 
gauges at the base of link 1, whereas the 
angular positions and velocities can be 
measured using angle encoders and 
tachometers. Using these control laws, the rate 
of change of the Lyapunov function becomes 
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which is negative for all nonzero joint 
velocities. While this expression is only 
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negative semidefinite, the closed-loop system 
is in equilibrium only when U=0, so 
eventually the Lyapunov function must go to 
zero. The resulting system is asymptotically 
stable. 
 
5 SIMULATION RESULTS AND 

DISCUSSION.  
Figure 4 shows the time response of the joint 
angle of the flexible manipulator. Figure 5 
demonstrates the time response of the root 
strain of the flexible manipulator. 
 

 
Figure 6 shows the time response of the end 
point of the flexible manipulator. 
 

Figure 7 shows the power spectrum of the root 
strains of the flexible manipulator. In these 
figures the red line shows the experimental 
result and the blue line shows the simulation 
result. The experimental results and the 
simulation results almost coincide with each 
other except damping phenomenon. In the 
FFT analysis results the experimental first 
natural frequency and the simulation first 
natural frequency are almost same.  
. 

The end point vibration is occurred around the 
direction changed points.  Figure 8 shows the 
time response of the root strain of the flexible 
manipulator with joint angles feedback and 
strain feedback. Figure 9 demonstrates the 
time response of the root strain of the flexible 
manipulator with the feedbacks. 
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Figure 4: Joint angle response. 
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Figure 6: End point response. 
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Figure 7: Power spectrum of the root strains. 
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Figure 10 shows the time response of the end point 
of the flexible manipulator with the feedback law. 
The feedback gains of the joint angles are 4 and 
the feedback gains of the root strains are 0.45 by 
the trial and error method. In these figures the 
residual vibrations are attenuated within 2 seconds 
and the end point of the manipulator and the joint 
angles can track the desired trajectory and the 
desired angles 

6 CONCLUSION 
This paper has presented modeling and motion 
control of a flexible manipulator using a formula 
manipulation. The flexible manipulator model has 
been created by using the formula manipulation 
language software MapleSimTM using the multi-
body dynamics model of the flexible manipulator 
including the DC servo motor models and the 
electrical circuits. The effect of elastic deformation 
and elastic vibration of the manipulator has been 
investigated. The physical parameters have been 
identified from the experimental data of the real 
manipulator experimental setup. Comparing 
between the simulations and experiments, the 
effectiveness of the modeling is evaluated and 
clarified. The control law developed for the two-
link manipulator allowed the flexible motions to 
be stabilized without any finite-dimensional 
estimation of the flexible modes, thus avoiding any 

spillover problems. The effectiveness of the 
proposed control method and modeling of the 
manipulator has been confirmed. 
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Figure 9: Root strain response. 

0

5

10

15

20

-0.8

-0.6

-0.4

-0.2

0

0.2
0.9

0.95

1

1.05

1.1

1.15

 

Time[s]

End effecter displacement

X Displacement[m]
 

Y
 D

is
pl

ac
e

m
e

n
t[

m
]

Flexible (with controller)
Rigid (with contoroller)

Figure 10: End point response. 



PROCEEDINGS OF KSEEE-JSAEM 2010 INTERNATIONAL CONFERENCE 
 

129 
 

LIST OF PARTICIPANTS 
NAME  ORGANIZATION  ADDRESS 

1. Andieri A.M.  MMUST  andieriam@yahoo.com 
2. Bett N.  JKUAT  nkbett2002@yahoo.com 
3. Chomba J.M.  MMUCK  jmchomba@gmail.com 
4. Dare A.A.  University of Ibadan  ademola_dare@yahoo.com 
5. Dharmadhikary V. UON   dhamavasudha@gmail.com 
6. Gitonga T.   MMU  thogitgat@yahoo.com 
7. Hinga P.K.  JKUAT  pkhinga@yahoo.com 
8. Jallango Akello MMUST  rjakello@yahoo.com 
9. Kanai M.M.  JKUAT   cheptora@yahoo.com 
10. Kidegho G.G.  JKUAT  kideghogee@gmail.com 
11. Kihato P.K.  JKUAT  kamitoza@yahoo.co.ke 
12. Kipyegon E.K  JKUAT  ekipyegon@yahoo.com 
13. Kiragu K.K  JKUAT  kkkiragu@yahoo.com 
14. Kojima K.  Gifu University  03128010@gueda.gifu-u.ac.jp 
15. Konditi D.B.O  MMUCK  onyango_d@yahoo.co.uk 
16. Kuriyama Y.  Gifu University  3812202@edu.gifu-u.ac.jp 
17. Maina C.  JKUAT  cmmurithi@eng.jkuat.ac.ke 
18. Mburu D.N.  MMUCK  da_mburu@yahoo.com 
19. Minoru S.  Gifu University  sasaki@gifu-u.ac.jp 
20. Muiga N.R.   JKUAT  muigarugera@gmail.com 
21. Muigai A  MU  muigai@mu.ac.ke 
22. Munda J.L.  TUT (RSA)  mundajl@tut.ac.za 
23. Mureu E.  JKUAT  ewmureu@yahoo.com 
24. Musyoki S.  JKUAT  smusyoki@yahoo.com 
25. Nderu J.N.  JKUAT  jnnderu@yahoo.com 
26. Njoroge R.K  JKUAT  rnjoroge@KPLC.co.ke 
27. Obadha J.A.  JKUAT   josephajok@yahoo.co.uk 
28. Ochieng T.  KPUC  ochiengtoni@yahoo.com 
29. Odhiambo D.   MMU  dodhiambo@mmu.ac.ke 
30. Odondo S.  MMUST  sodondo@yahoo.com 
31. Ojenge W.  KPUC  tojenge@yahoo.com 
32. Ombati D.O.  JKUAT  denis_2009@yahoo.com 
33. Otieno C.A.  JKUAT  otychriss@yahoo.com 
34. Ouma H.A.  UON  houma@ieee.org 
35. Saito A.   Japan  asaito1944920@ybb.ne.jp 
36. Senthil K.   St. Joseph College(DSM)  ksenthil_856@yahoo.com 
37. Sitati S.  MU  simiyusitati@yahoo.com 
38. Tanabe S.  Japan  tanas@tnb.bbia.jp 
39. Waguchu G.  JKUAT  gwaguchu@yahoo.com 
40. Yano K.  Mie University  yano-k@gifu-u.ac.jp 

 
Key to Abbreviations: 
JKUAT – Jomo Kenyatta University of Agriculture and 

Technology 
KPUC – Kenya Polytechnic University College 
MMUCK – Multimedia University College of Kenya 

MMUST – Masinde Muliro University of Science and 
Technology 

MU – Moi University 
TUT (RSA) – Tshwane University of Technology, South Africa 
UON – University of Nairobi 




